
Received October 25, 2019, accepted November 9, 2019, date of publication November 14, 2019, date of current version December 2, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2953528

A Design of Experiments Comparative Study
on Clustering Methods
NATÁLIA MARIA PUGGINA BIANCHESI , ESTEVÃO LUIZ ROMÃO ,
MARINA FERNANDES B. P. LOPES , PEDRO PAULO BALESTRASSI ,
AND ANDERSON PAULO DE PAIVA
Industrial Engineering Institute, Federal University of Itajubá, Itajubá 37500-015, Brazil

Corresponding author: Pedro Paulo Balestrassi (ppbalestrassi@gmail.com)

This work was supported in part by the Brazilian Agencies of Coordenação de Aperfeiçoamento de Pessoal de Nível Superior (CAPES),
Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq), and Fundação de Amparo à Pesquisa do Estado de Minas Gerais
(FAPEMIG).

ABSTRACT Cluster analysis is a multivariate data mining technique that is widely used in several areas.
It aims to group automatically the n elements of a database into k clusters, using only the information of the
variables of each case. However, the accuracy of the final clusters depends on the clustering method used.
In this paper, we present an evaluation of the performance of main methods for cluster analysis as Ward,
K-means, and Self-Organizing Maps. Differently from many studies published in the area, we generated the
datasets using the Design of Experiment (DOE) technique, in order to achieve reliable conclusions about the
methods through the generalization of the different possible data structures. We considered the number of
variables and clusters, dataset size, sample size, cluster overlapping, and the presence of outliers, as the DOE
factors. The datasets were analyzed by each clustering method and the clustering partitions were compared
by the Attribute Agreement Analysis, providing invaluable information about the effects of the considered
factors individually and about their interactions. The results showed that, the number of clusters, overlapping,
and the interaction between sample size and number of variable significantly affect all the studied methods.
Moreover, it is possible to state that the methods have similar performances, with a significance level of 5%,
and it is not possible to affirm that one outperforms the others.

INDEX TERMS Clustering methods, design of experiments, K-means, self-organizing maps, ward.

I. INTRODUCTION
Cluster analysis, also known as unsupervised classification,
is a multivariate statistical data mining technique [1]–[3],
based only on variable information that aims to separate a
set of objects into different clusters in which each one must
contain similar objects according to some distance function
statistics and, at the same time, dissimilar to the objects of
other clusters. In other words, the result obtained from the
application of this method is a set of clusters with internal
cohesion and external isolation [4].

The first published record on a clusteringmethodwasmade
by Sorensen in 1948 [5]. Since then, methods of clustering
analysis have been developed due to the need to analyze the
large amount of data collected in various areas of knowl-
edge [4], e.g.: marketing, identifying market share; medicine,
identifying patients with a common disease cause; education,
measuring psychological characteristics to identify groups of
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students that need special attention; biology, building a taxon-
omy of groups and subgroups of similar plants; climatology,
providing new insights into climatological and environmental
trends.

Clustering applications examples found in the literature
also demonstrate this diversity. There are papers about the use
of clustering algorithms to identify characteristics of people
with attempted suicide [6]; to facilitate the diagnosis and
treatment of cancer [7]; to identify residential and social
patterns of homeless adults [8]; and also in applications in
the field of production engineering, e.g., clustering method
for production planning [9], [10], and for analyzing product
portfolios [11].

In general, whenever large amounts of information need
to be classified into a small number of categories, clustering
analysis can be useful. Researchers are often faced with the
problem of clustering data into meaningful structures. In this
context, an important aspect to be considered is the method
used to measure the similarity among the elements in order
to identify if they should be in a same cluster.
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The accuracy of the final categories depends on the method
used to classify the objects. An improper choice of the clus-
tering method may compromise the results obtained. Then,
there is a growing concern to make the methods suitable for
certain situations and also fewer complexities.

Some studies were conducted to evaluate the performance
of some methods for cluster analysis as Self-Organizing
Methods (SOM), hierarchical, and non-hierarchical cluster-
ing methods. A deeper theory about these method can be
found in [12], [13], and [4], respectively.

Therefore, the purpose of this paper is to present a com-
parative study among the performance of main clustering
methods. However, differently from many studies published
in the area, this study includes some factors and interactions
that have not been studied before, and presents an innovative
approach to generalize the datasets.

Unlike the other papers, this one does not consider an usual
approach of trial and error to generalize datasets, what could
lead to restricted conclusions without a formal and larger
analysis. Instead, we considered the DOE technique that can
achieve more reliable results.

Using the DOE technique it is possible to simulate syn-
thetic datasets and to evaluate the performance of each
method, identifying some parameters that most affect their
results, and verifying which one presents the best result.

In terms of the rest of this paper, Section 2 demon-
strates some related works where traditional clustering meth-
ods are compared with SOM or used together to achieve
a better result. Section 3 consists on a brief background
review about cluster analysis methods and neural network.
Section 4 contains a brief explanation about DOE and how
was constructed the experimental design. In section 5 we pre-
sented the results of the experimental design analysis. Finally,
section 6 presents the conclusion of this paper and some
discussions.

II. RELATED WORK
As aforementioned, clustering methods are very important in
different research areas and are explored by several authors
with the goal of demonstrate which method has a better
performance.

Mangiameli et al. [14] compared SOM with non-
hierarchical (Ward) algorithm and several agglomerative hier-
archical methods, including centroid, single, complete and
average. The data were generated in a normal distribution
without correlation between the variables and considering the
factors: number of cluster, number of variables, overlapping,
the presence of irrelevant variables, and outliers. A total
of 252 data sets were generated, containing 50 observations
in each cluster. In general, the results showed that the mean
recovery rate decreases as the number of clusters and the
degree of intracluster dispersion increase. In addition, in all
tested situations the SOM algorithm presents a superior result
to the hierarchical methods.

Mingoti and Lima [15] compared SOM with hierarchi-
cal methods (single, complete, centroid, average and Ward),

K-means and Fuzzy methods. The considered factors were
number of clusters, number of variables, correlation degree,
overlapping, and the presence of outliers. The dataset sizewas
defined as 500 observations for all experiments. In general,
the cluster analysis wasmore affected by the overlapping than
by the outliers and the SOM method suffered the greatest
performance variations.

Balakrishnan et al. [16] compared SOM with K-means
method using a data simulation procedure. The datawere sim-
ulated according to a normal distribution without correlation
between the variables and considering three factors: numbers
of clusters, number of variables, and an error in the distance
matrix. The authors generated a total of 108 data sets, con-
taining 50 observations per cluster. In general, the k-means
method presented a better result than SOM for all factors. For
bothmethods the best results were for small number of cluster
and high number of clusters.

Waller et al. [17] compared SOMwith hierarchical (Ward)
and non-hierarchical (K-means) methods. The data were gen-
erated in a normal multivariate distribution, considering the
number of cluster, number of variables, intracluster correla-
tion, degree of non-overlapping, and the level of data dis-
persion in each cluster. They generated 480 data with five
replicates and the number of samples in each cluster was
determined by a uniform distribution between 10 and 50. The
results showed that intracluster correlation and the data dis-
persion had little influence on clustering accuracies. Overall,
all methods showed a similar performance and the SOM was
the most stable. None of the methods performed well on high
number of clusters and all methods presented better results as
the number of variables increases.

In general, the studies present that the performance of
the clustering methods is worse as the number of clus-
ters, the number of variables and the degree of overlapping
increases. The results also show that the intracluster correla-
tion [17], [15], the data dispersion [17], and the error in the
distance matrix [16] had very little influence on clustering
precision.

In addition, the results reveal contradictory opinions about
the presence of outliers. Some authors suggest that outliers
had little influence on the performance of the clusteringmeth-
ods [14]. Others imply that the presence of outliers affects the
clustering performance [15].

Another divergence in the research is in relation to the
performance of the SOM method. For some authors, SOM
is the clustering method which presents the best perfor-
mance [14], [17]. However, others disagree and defend the
idea that SOM is the method that is the most affected by
the variations of data structures and the one that presents the
worst performance [15], [16].

Nevertheless, 1) no study evaluated the effect of the dataset
sample size; 2) no study evaluated the effect of the clusters
being the same or different size; 3) the results did not consider
the effects of interactions among the factors; and 4) none of
the studies used DOE to simulate datasets and to evaluate the
performance of the clustering methods.
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TABLE 1. Clustering methods.

III. CLUSTERING METHODS
A formal definition of the clustering problem can be found
in [18]. Given a set of p elements X = {X1,X2, . . . ,Xp},
the problem of clustering consists of obtaining a set of k
clusters, G = {G1,G2, . . . ,Gk}. The set G is considered a
clustering with k clusters if the conditions in (1), (2), and (3)
are fulfilled:

k⋃
i=1

Gi = X (1)

Gi 6= 0, para 1 ≤ i ≤ k (2)

Gi ∩ Gj = 0, para 1 ≤ i, j ≤ k e i 6= j (3)

It is emphasized by the conditions that an element cannot
belong to more than one cluster and each cluster must have at
least one element.

In a k-cluster problem, in which k is given as parameter for
the solution, the total number of different forms of clustering
p elements of a set in k clusters is shown in (4):

N (p, k) =
1
k!

∑
i=0

(−1)i
(
k
i

)
(k − i)p (4)

Considering (4), the number of possible solutions to a
k-cluster problem has an exponential growth. For example,
for a combination of 10 elements in 2 clusters and 100 ele-
ments in 2 clusters, there are respectively 511 and 6.34× 1029

different ways of combining the elements. Thus, it demon-
strates the complexity in finding the best clustering solution
within the available solutions and methods.

The existing methods for the solution of clustering prob-
lems can be classified, in general, in hierarchical and non-
hierarchical methods [19], [20], as shown in Table 1.

Among the methods in Table 1, we chose to study a tra-
ditional hierarchical and non-hierarchical method, and the
SOM method, which is a more recent ANN approach for
clustering problems.

The hierarchical method chosen is the Ward. It is seen
as one of the best techniques for measuring distances
between clusters [21]. Mangiameli et al. [14] suggest that
the Ward method should always be employed because it
presents better results among the hierarchical methods.
Mingoti and Lima [15] add that the Ward method is more
stable and easier to implement.

The traditional non-hierarchical method that will be used in
this paper is the K-means. It is the probably most well-known

non-hierarchical method [22], [23], and it is also the most
commonly due to the ease of implementation, simplicity,
efficiency, and empirical success [24].

In the following sections, the Ward, K-means and SOM
methods will be explained respectively, in which will be
presented their concepts and procedures.

A. THE HIERARCHICAL METHOD WARD
The hierarchical methods are simple techniques where the
data are partitioned successively, producing a hierarchical
representation of the clustering of each stage, that can be
represented by a graphical called dendogram [4].

Hierarchical techniques are the most widely disseminated
clustering method [25], and involve, basically, two steps. The
first one refers to the estimation of a measure of similar-
ity between individuals, whereas the second one is related
to clustering the objects into subgroups based on a joining
technique [26].

The most common metrics used to measure the similarity
between individuals are the Euclidean distance, the Maha-
lanobis distance and the Manhattan distance. Considering the
efficiency of the metrics and the viability of application [27],
we will use the Euclidean distance for calculate the similarity
matrix. The Euclidean distance is the geometric distance in
the dimensional space and is it can be written as shown
in (5) [1].

dij =

[ p∑
k=1

(
xik − xjk

)2]1/2
, i 6= j (5)

where xik and xjk are, respectively, the k th variable value of
the p-dimensional observations for elements i and j.
The joining technique that we will use, as aforementioned,

is the Ward method. It is an agglomerative clustering method
that searches for partitions that minimize the error associated
with each cluster [26]. This error is defined in (6):

ESSk =
n∑
i=1

x2i −
1
n

(
n∑
i=1

xi

)2

(6)

where k is the cluster, n is the total number of objects in
the cluster k , and xi is the ith object of the cluster k . Thus,
it is possible to perform the complete hierarchical clustering
analysis.

In general, the procedure of the hierarchical agglomerative
clustering method can be described in a few steps [4]:
1) Start: each of n elements is considered as a unique

cluster.
2) Clusters are compared to each other by using a distance

measure.
3) A new clustering is formed by joining the clusters with

smaller distance.
4) This procedure is repeated several times until all the

elements are grouped according to the desired number
of clusters.

5) Only two clusters can be joined at each stage and they
cannot be separated later.
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FIGURE 1. Illustration of a neural network for clustering.

B. THE NON-HIERARCHICAL METHOD K-MEANS
Non-hierarchical methods seek to find the best partition of n
elements in a number of clusters k pre-defined.
In addition to the pre-definition of the number of clusters k ,

the K-means algorithm requires the initial definition of the
seed of each cluster, which can be performed automatically
by the algorithm or be indicated by the user.

The basic steps of the K-means algorithm are [4]:
1) Select n elements to be the initial seed of the k clusters.
2) Each element is associated to the cluster that has the

smallest Euclidean distance (5) between its seed and the
element.

3) The seed of each cluster is recalculated by using the
average vector of the elements belonging to the cluster;

4) The procedure is then repeated until the seeds of the
clusters stabilize.

Therefore, the accuracy of the K-means procedure is very
dependent upon the choice of the initial seed [21].

C. THE ARTIFICAL NEURAL NETOWORKS SOM
One of the more important ANN is the Self-Organization
Maps (SOM) developed by Finn Teuvo Kohonen in the early
1980s for solving clustering problems [12].

The SOM constitutes a class of artificial neural networks
based on competitive learning that uses competition as a way
of learning to make the adjustments of the weights. Another
important feature of this algorithm is that it uses unsupervised
training, in which the clustering algorithm is based only on
the similarity of data without using historical data.

A map of Kohonen is usually restricted to a one-
dimensional or two-dimensional arrangement of neurons that
provide a topology-preserving mapping from the input space
to the clusters. The number of input elements depends on the
database that are being used and each output unit represents
a cluster. Between the input and the output layer there is a
hidden layer. The output of each layer is an input of the next
one as shown in Fig. 1 [15], [28].

In clustering problems, the ANN input elements can
be divided into two main stages [15]. The first one is

called training, in which a specific dataset is used to train the
network with the training set to adjust the weights. During
the training process, an optional validation set can be used
for tuning the parameters of a model and avoiding over-
fitting problem. Once the training stage is completed and the
ANNweights are adjusted, the testing stage begins, where the
ANN is used to classify unseen data and evaluate the ANN
performance.

The SOM training algorithm can be decomposed in four
phases [12]:

i The map initialization.
ii The competitive process.
iii The cooperative process.
iv The synaptic adaptation.

The map initialization consists of assigning a vector of
weights to the connections between neurons of the input
and output layers. The choice of the vector of weights can
be done by assigning small random values, in this way no
previous order is imposed on the map. Thus, an input vector
is presented to the network and each neuron receives this
object and calculates its activation level. The activation level
is represented by the proximity value between the input vector
and each output neuron j. It is measured by the Euclidean
distance dj in (7).

dj =

N−1∑
j=1

(
xi (t)− wij (t)

)21/2

(7)

where xi (t) is the input vector for the neuron i at time t ,wij (t)
is the weight vector between the input neuron i and the output
neuron j at time t , and t is the number of iteration that can at
least 1000.

In the competitive process, the neurons compete with each
other through the activation levels, being only one neuron the
winner. The winning neuron is the one that vector of weights
has the smallest Euclidean distance, i.e., the winning neuron
is the one that has a minimum value dj.

The cooperative process implies in the influence that the
winning neuron exerts on the neighboring neurons. The win-
ning neuron determines the spatial location of a topological
neighbor of excited neurons, providing the basis for coop-
eration between neighboring neurons. The winning neuron
tends to excite more the immediate neighboring neurons than
those neurons that are more distant. Thus, the topological
neighborhood around the winning neuron decays smoothly
with lateral distance.

For example, let hj,i be the topological neighborhood cen-
tered on the winning neuron i and surrounded by a set of
cooperative excited neurons of which a typical neuron is
denoted by j, and dj,i be the lateral distance between the
winner neuron i and the neuron j. Then, it can be assumed
that the topological neighborhood hj,i is a unimodal function
of the lateral distance dj,i, satisfying two requirements [29]:
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FIGURE 2. Gaussian function.

1) The topological neighborhood hj,i is symmetric and
maximum around the winning neuron defined by
dj,i = 0;

2) The amplitude of the topological neighborhood hj,i
decreases monotonically with increasing lateral distance
dj,i and effective width, decaying to 0 for dj,i → ∞,
which is a necessary condition for convergence. So,
if dj,i = 0, then hj,i is maximum and as dj,i → ∞, hj,i
becomes 0.

Another important feature of this algorithm is that the
width of the neighborhood decreases in function of the num-
ber of iterations t . Therefore, a good option for hj,i could be
the Gaussian function variant with time as shown in (8) and
in Fig. 2 [29]. When dj,i = 0, hj,i maximum value is 1 and
as it goes to this direction and the other direction, its value
finally decreases to 0.

hj,i (t) = exp

(
d2j,i

2σ 2 (t)

)
, t = 0, 1, 2, . . . (8)

where σ (t) is the ‘‘effective width’’ of the topological neigh-
borhood defined in (9).

σ (t) = σ0 exp
(
−
t
τ1

)
(9)

where σ0 is the initial value of σ , and τ1 is a constant of time.
Thus, as the number of iterations increases the width σ (t)

decreases at an exponential rate and the topological neighbor-
hood is reduced.

The neighborhood function hj,i(t) should initially include
almost all network neurons centered on the winning neuron
i and then shrink slowly over time until be only the neuron
itself. Assuming the use of a two-dimensional map, it is
possible to adjust the initial size σ0 equal to the ‘‘radius’’ of
the map.

The last phase is the synaptic adaptation. Once the winning
neuron and its neighbors are determined, their weight vec-
tors (w) are updated and approximated of the input object x.
However, this approximation decreases as the corresponding

FIGURE 3. Model of experimental system.

neuron is further from the winner neuron i. For every neuron
within the topological neighborhood of the winner i, the
weight vectors are modified according to (10).

wj (t + 1) = wj (t)+ η (t) hj,i (t) (x − wi (t)) (10)

where η is the learning rate of the algorithm. It has its value
changed at each iteration t as shown in (11):

η (t) = η (0) exp
(
−
t
τ2

)
, t = 0, 1, 2, . . . (11)

where η(0) is the initial value of η, and τ2 is another constant
of time.

Haykin [29] suggests that the parameter η(t) should start
with a value close to 0.1, decreasing gradually but remaining
above 0.01. These values are reached through the following
parameters in (12) and (13).

η (0) = 0.1 (12)

τ2 = 1000 (13)

The stages 2 to 4 are repeated as a new object is presented
to the map. As the network trains the neurons with the same
characteristics begin to approach each other. Thus, similar
elements are positioned close to each other forming a topol-
ogy with a gradient of characteristics.

IV. EXPERIMENTAL DESIGN
A. DESIGN OF EXPERIMENTS
DOE is an invaluable technique where experiments are
planned and the data are analyzed by statistical methods,
resulting in valid and objective conclusions [30].

An experiment can be defined as a series of tests in which
a set of input variables or factors (x) are changed by the
experimenter in a controlled way (c) to observe and identify
how the responses (y) of that system are affected due to
these changes [31], as shown in Fig. 3 [30]. It allows an
understanding of which factors are significant and how they
interact with each other.

The simplest experimental designmodel is the 2m factorial,
with m factors at 2 levels each. These levels, − 1 and + 1,
represent the lower and the upper limits for the interval in
which the variable is analyzed [31].
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FIGURE 4. Model of experimental system for simulation.

The relation between factors and response can be estab-
lished according to some modeling algorithm by combining
techniques such as regression model, analysis of variance
and hypothesis testing. The Ordinary Least Square (OLS) is
an algorithm typically used for estimating coefficients of a
regression model in order to minimizing the sum of square
differences between the observed and predicted values, which
means, minimizing the error εi.

A linear regression model estimated by using this algo-
rithm can be viewed in (14) [30].

yi = β0 + β1xi1 + β2x21 + ...+ βkxik + εi (14)

where yi is the responses for the experiment i; xi, xi2, . . . , xik
are input variables; β0 is a constant; β1,β2, . . . ,βk are coeffi-
cients to be estimated; and εi is the error.
DOE is a commonly used technique for process to find

the optimal and robust solution y through the combination
of variables x [32], [33]. However, the DOE technique can
be used for others purpose, e.g., it can be applied in a sim-
ulation problem. It increases the transparency of simulation
model behavior and the effectiveness of reporting simulation
results [34]. Furthermore, it allows controlling the factors that
will be used in the simulation and present better and faster
results than trial and error simulation. Therefore, DOE is a
useful and necessary part of analysis of simulation [32].

In this paper, DOE is used to simulate synthetic datasets
through the combination of different factors that is described
in the next section. In this context, Fig. 3 can be represented
analogously by Fig. 4.

B. DATA GENERATION
In order to generate distinct situations to be solved by the
clustering methods, initially we must select the factors that
can influence the performance of these methods. Consider-
ing [14]–[17], we define the six following factors: number of
variables (b), number of clusters (k), dataset size (z), sample
size (n), overlapping (ov) and outliers (ot).

The number of variables (b) indicates the number of
characteristics measured at each observed element with lev-
els 4 and 6. Since the literature suggests that the performance
of clustering methods increases with greater number of vari-
ables [21], these levels are enough to determine the results.

The number of clusters (k) indicates the number of final
partitions in which elements will be separated. Data were

TABLE 2. Sample size generation.

generated considering situations in which the problem
requires the partition of 2 and 4 clusters.

The dataset size (z) indicates the number of observations
present in each dataset. They were generated from continuous
data with normal distribution N (µ; 1) containing 200 or 400
samples. It is necessary a minimum of 20 observations for
each sample to have a reliable result [30].

The sample size (n) represents the sample size of each
cluster. Then, clusters can have the same sample size or they
can have different sample size. Since the clustering levels are
k = 2 and 4, the samples for each cluster were generated as
detailed in Table 2.

Overlapping (ov) has the purpose of creating situations
in which two or more clusters have similar elements. Then,
we used the concept of ‘‘effect size’’ to generate samples
presenting low (20%) and high (80%) levels of overlapping.

Effect size is a concept related to the confidence of sta-
tistical tests. Effect size is defined as the estimation of the
magnitude of the relation between variables, the effect that
one variable exerts on the other, or even as the difference
between two samples [35].

To calculate the effect size usually is used the ‘‘Cohen’s d’’
metrics as shown in (15) and (16) [36].

d =
x1 − x2
sp

(15)

where,

sp =

√
(n1 − 1) s21 + (n2 − 1) s22

n1 + n2 − 2
(16)

Cohen [36] classified the effect size as small (d = 0.2)
when the difference between two sample is difficult to see
with naked eye, and as large (d = 0.8) when the difference
between two sample is evident to see with the naked eye.

According to [36], for d = 0.2, 58% of cluster 2 will be
above the mean of cluster 1; 92% of the two clusters will be
overlapped; and there is a 56% of chance that a randomly
chosen element from cluster 2 will be greater than a randomly
chosen element from cluster 1. For d = 0.8, 79% of cluster
2 will be above the mean of cluster 1; 69% of the two groups
will be overlapped and there is a 71% of chance of a randomly
chosen element from cluster 2 will be greater than a randomly
chosen element from cluster 1. That is depicted in Fig. 5.
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FIGURE 5. Cohen’s d representation.

TABLE 3. Experimental factors.

The insertion of outliers (ot) in the samples aims to sim-
ulate a discrepant error in the measurement of the variables.
For this purpose, a ‘‘contamination’’ was introduced on 20%
of the samples in all variables. This contamination consists of
a normal distribution with a standard deviation five times the
original observations N (µ; 5).

A resume of the factors and their levels are detailed
in Table 3.

Considering the six factors in Table 3, we constructed the
design matrix by using Minitab R©statistical software.

The design matrix used was the 2m fractional factorial
experiments with m = 6, resolution IV and two replications,
resulting in 32 experiments presented in Table 4.

The fractional factorial experiments is a class of DOE
widely used in experiments involving several factors, where
it is necessary to study the significance of the factors and the
joint effect of the factors in a response [30], and when the
resource available for the experiment is scarce [37].

A particular feature of fractional factorial design is the fact
that it does not present a complete experimental arrangement,
so it presents a confounding between the main effects and
the interactions. The intensity of confounding is called res-
olution [38]. The higher is the resolution, the smaller is the
confusion.

In this paper, the matrix generated has resolution IV with
3rd order interactions. That means that at least some main
effects will be confused with three-factor interaction effects,
and at least some two-factor interaction effects are confused
with other two- factor interaction effects. This confounding
is generally weak, therefore, negligible.

TABLE 4. Design matrix.

To compose this arrangement, it was computed a complete
factorial 2m−2. Let m be the number of factor equal 6, so
the arrangement will have complete 24 experiments. Thus,
the factors b, z, k, n compose a complete factorial, and ov =
b×z×k and ot = z×k×n were assumed.

In this case, we did not randomize the experiments because
the experiments are used only as a data simulation. The design
matrix is a guide to indicate the combination of factors to
generate the datasets that will be used for clustering analysis.

Afterwards, according to each run of the design matrix,
we generated a dataset containing different levels of factors.
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For example, the first dataset was composed by 4 variables,
200 samples, 2 clusters with 100 samples each one, low
overlapping and without outlier. In total, we generated 32
datasets that were analyzed by the implementation of the
clustering methods.

V. ANALYSIS OF RESULTS
Ward and K-means were implemented using Minitab R©,
and SOM network was implemented by using Statistica R©.
For each generated population the network was trained by
using 60% randomly observations from the original dataset,
in which 20% was the validation set. So, the remaining 20%
observations were allocated to the testing set.

In the training process, we used the ‘‘seed for sampling’’
equal to 1000. The dimensions of the topological map were
defined as the number of clusters for each dataset. From
the topology, we defined the neighborhood. We specified
the initial neighborhood size as the ‘‘radius’’ of a square
neighborhood centered on the winning neuron and the final
neighborhood size we defined equal to zero. The neighbor-
hood is scaled linearly from the Start value to the End value.
We initialized the learning rate equal to 0.1 and it was linearly
reduced to 0.02 during 1000 training cycles. The weights
were initialized as a normal randomization with mean set
to zero and variance 0.1. It helps the network to gradually
grow from its linear (small weight values) to nonlinear (large
weight values) mode for modeling the data when neces-
sary during the training process. Training stops when any
one of the termination criteria (maximum number of cycles,
maximum number of iterations, or convergence criterion) is
satisfied.

After clustering methods have been implemented, the clus-
tering final partitions were submitted to an evaluation test,
which compares the results with the original clusters. The
statistical test used was the Attribute Agreement Analysis,
which is calculated by the proportion of correctly allocated
observations to the originally simulated clusters. The results
are shown in Table 5.

In view of the results, we first performed a paired-t test to
verify if the differences among the clustering methods were
statistically significant with level of significance α = 5%.
In this test is normally used the statistic called ‘‘p-value’’.
If the p-value is less than the level of significance α, the null
hypothesis is rejected. A deeper explanation can be found
in [30].

The null hypothesis is the differences between samples
equal to zero, and the alternative hypothesis is the differ-
ences between samples greater than zero. Comparing Ward
with K-means and SOM the p-values obtained was equal to
0.478 and 0.973 respectively, and comparing K-means with
SOM the p-value was equal to 0.513.So, as all p-values are
greater than 0.05, we can accept the null hypothesis and
conclude that the both method has similar performance, with
a 5% of significance level.

In order to better understanding which factors and interac-
tions influence the performance of each method, we applied

TABLE 5. Attribute agreement analysis of clustering.

the results of the Attribute Agreement Analysis as the
response in the DOE.

Thus, we could establish mathematical relationships
between the analyzed responses and the input parameters by
using the Ordinary Least Squares Method (OLS) and Analy-
sis of Variance in the Minitab R©. The estimated coefficients
in OLS are indicated in Table 6. The coefficients are coded
by letters A, B, C, D, E and F. All the following analysis
considered a significance level of 5%.

After, we performed a residual analysis to ensure that
the regression model obtained by OLS has a good fit. The
residual should be uncorrelated, normally and randomly dis-
tributed [30].
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TABLE 6. Estimated coefficients.

In the first analysis, the results showed that all methods
presented uncorrelated residues (Low Pearson and p-value
> 0.05). The residues of SOM and Ward did not have a
normal distribution (p-value < 0.05 and Anderson-Darling
(AD)>1), what implies in an inaccurate confidence intervals
and imprecise p-values. The residues of SOM also did not
have a random distribution, presenting a special cause of
‘clustering’ (p-value <0.05).

Then, we reduced some not significant terms to achieve
the residual conditions. The Table 7 presents the residual
analysis.

Thereafter, all models presented good adjustments, since
the values of R2 (adj.) and R2 (pred.) were higher than 80%,
indicating great reliability and predictability as shown in
Table 8.

Therefore, we could obtain the general equations of each
model that are described in (17) (18) (19).

YWard
= 51.117+ 1.445A− 0.758B− 9.258C + 2.883D

−8.492E − 3.680F − 1.867AB+ 0.758AC + 4.211AD

+2.055AE − 0.789AF − 1.242BF − 1.414ABF (17)

YK−means
= 53.977+ 2.180A+ 0.790B− 11.742C

+1.211D− 10.477E − 1.445F + 0.367AB− 1.227AC

+2.945AD+ 1.883AE + 2.102AF − 1.414BD

+0.117BF − 0.430ABD− 0.836ABF (18)

TABLE 7. Residual analysis.

TABLE 8. Of the regression model.

YSOM
= 1.250+ 2.453A− 0.750B− 12.031C + 1.016D

−6.516E − 2.734F + 3.719AD+ 1.031AE + 2.844AF

−2.172BF (19)

By analyzing (17), (18) and (19), we conclude that for
all methods the most significant factors are the number of
clusters (C) and the overlapping (E), and also the interaction
between the number of variable (A) and the sample size (D).

In addition, there are other factors and interactions that
are also significant at the 95% confidence level but at
a lower intensity. Another interesting result is that the
dataset size (B) is not significant for K-means and SOM
methods, and the sample size (D) is not significant for
SOM. For better visualization of the factors significance,
Fig. 6, 7, and 8 present the Pareto Chart for each method.

At this moment, it is necessary to understand how each
significant factor influences each model. Then, we developed
an analysis of the main effects and the interaction plots for all
the responses, as shown in Fig. 9, 10, 11 and 12.

As we can infer from Fig 9, 10, and 11, the increase of the
number of variables (A) implies an increase in the clustering
performance for all methods, and Ward method is the least
sensitive to this factor. Its performance reduced from 49.67%
to 52.56%, whereas K-means presented an increasing from
51.80% to 56.16% and SOM from 48.80% to 53.70%.

The dataset size (B) cannot be considered as significant
factor for all methods.

The increase of the number of clusters (C) makes the
performance of all clustering methods worse. For number of
clusters k = 2, Ward presented a recovery rate to 60.38%,
K-means to 65.72% and SOM to 63.28%. For k = 4Ward had
a result of 41.86%, K-means of 42.23% and SOM of 39.22%.
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FIGURE 6. Pareto chart for ward.

FIGURE 7. Pareto chart for K-means.

FIGURE 8. Pareto chart for SOM.

The sample size (D) has a little significance only for Ward
and K-means methods, which have better results in situations
that clusters have different sample size, 54% for Ward and
55.19% for K-means.

FIGURE 9. Factorial plot for ward response.

FIGURE 10. Factorial plot for K-means response.

FIGURE 11. Factorial plot for SOM response.

Cluster without overlapping (E) presents better results than
cluster with overlapping. For overlapping ov = 20%, Ward,
K-means and SOM presented performance equals to 59.61%,
64.45% and 57.76%, respectively. For ov = 80% the Ward’s
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FIGURE 12. Interaction plot for number of variable and sample size.

performance decreased to 42.63%, K-means to 43.5% and
SOM to 44.74%.

The presence of outliers (F) makes the performance of all
methods worse and the K-means was the most stable. The
performance ofWard declined from 59.80 to 47.4%,K-means
from 55.42% to 52.53%, and SOM from 53.98% to 48.52%.

Besides the influence of the factors, the influence of the
interaction between the number of variable (A) and the sam-
ple size (D) is also significant. As shown in Fig. 12, the best
performance of all methods occurs when the number of vari-
ables is high and the sample size of the clusters is different.
For K-means and SOM methods, the effect of A is larger
whenwe have different sample sizes, then the lowest (50.06%
and 46.09%) and the highest (60.31% and 58.43%) mean
value occurs when A is equals to 4 and 6, respectively, in this
context. For the Ward method it does not occur, and its worst
performance (45.63%) when dealing with small number of
variables and equal cluster sample size, whereas its highest
mean value (59.66%).

VI. CONCLUSION
Cluster analysis is widely used in several areas to solve
important real problems, and the accuracy of the final solution
depends on the clustering method used. Motivated by that,
we developed a comparative study among Ward, K-means
and SOM clustering to evaluate the performance of each
method. The analysis was based on a synthetic dataset,
which were created by the DOE technique whose factors
were: number of variables, number of clusters, dataset size,
sample size, overlapping clusters, and presence of outliers.
To solve them by Ward and K-means method we used
the Minitab R©software and for the SOM method we used
the Automated Network Networks Cluster Analysis from
Statistica R©software. The clustering partitions were com-
pared by the Attribute Agreement Analysis and analyzed by
statistic techniques.

The results presented in this paper show that the perfor-
mance of the clustering algorithm does not have a significant
difference, so it is not possible to affirm which method has
the best performance.

For number of clusters k = 2 all the methods had a
good performance and for number of clusters k = 4 all
methods had an abrupt decrease in their performances. The
same is found in [15], [16] and [17]. For situations with low
level of overlapping all methods had good performance and
for high level of overlapping the performances were worse.
That agrees with Mangiameli et al. [14] that suggests that
all methods present better performance for samples without
overlapping and with Waller et al. [17] that proposes that
SOM is the method that presents the best result for high levels
of overlapping. About the number of variables, the best result
for all method was found for p = 6. This analysis corrobo-
rates with [16] and [15] that suggest an improvement in the
performance of all methodswith the increase of the number of
variables. The dataset size and the sample size did not affect
very much the performance of the methods. When outliers
are introduced, the performances of all methods decrease,
as shown in [14], [15]. Mangiameli et al. [14] add that the
performance of SOM and Ward methods are similar in the
presence of outliers, and Mingoti and Lima [15] emphasize
that the results of the K-means method are superior to the
SOM. The interaction between the number of variable and
the cluster sample size was also significant, and the K-means
and SOMmethods are very affect by the number of variables
when the clusters sample sizes are different.

In general, although numerically the k-means method
presents better average results, it is not acceptable to say that
it has the best performance, since the results of all methods
were the same with 95% of confidence. Nevertheless, it is
possible to affirm that all methods are significantly affected
by the number of clusters, overlapping, and the interaction
between sample size and number of variables.

Our study differs from others mainly with respect to the
method used to generalize and simulate the datasets. We used
the DOE technique, which allows a combination of factors
levels that result in an arrangement of experiments with
controlled structures. Nevertheless, other papers presented an
usual approach of trying and error, what can lead to restricted
conclusions without a formal and larger analysis, which can
be achieved using DOE.

There is another difference among the mentioned papers.
Some of them only consider the interaction when overlapping
and outliers are introduced in the data [14], [15], [17]. None
studied the interaction among all factors as we did in this
paper, as example the interaction between the number of
variable and the cluster sample size. The cluster sample size
is a factor that was also not studied in the previous papers
as well as the dataset size. All papers specified the dataset
sample size but they not used it as a controlled factor. Even the
results have showed that these factors are not significant, it is
an important result because infers that the studied clustering
methods do not have their performance affected by the sample
size.

Another difference is the application of Ward and
K-means methods that were implemented by using the
Minitab R©software, and the SOM implementation that used
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the Statistica R©software with the training parameters care-
fully set.

Another possible reason for different conclusions about
what method is the best one is that we used a statistical
test, paired-t, to compare the results of the algorithms. Oth-
erwise, if a statistical test is not applied, we may reject the
null hypothesis affirming that one method outperforms the
other, when actually they have similar performances with
95% of confidence level. Therefore, some authors believe
that the SOM is the clustering method that presents the
best performance [14], [17], whereas others imply that the
best method is the traditional hierarchical or non-hierarchical
methods [15], [16].

Many other studies still can be performed as example;
1) Comparison of Artificial Neural Network with others sta-
tistical methods by using DOE, 2) Comparison of the clus-
tering algorithms by using other metrics than the Euclidean
distance, 3) Dataset generated by a distribution different than
normal, and 4) Case study by using the result obtained in this
paper.

Further, this study revealed that no matter what method
is chosen, we can obtain satisfactory results, since the
researcher knows main characteristics of the dataset and
applies the method correctly. Besides, this paper may be
a reference for researchers that are looking to improve the
efficiency and effectiveness in clustering methods.

REFERENCES
[1] X. Ma, S. Chen, and F. Chen, ‘‘Multivariate space-time modeling of

crash frequencies by injury severity levels,’’ Anal. Methods Accident Res.,
vol. 15, pp. 29–40, Sep. 2017.

[2] D. McNeish, ‘‘Challenging conventional wisdom for multivariate sta-
tistical models with small samples,’’ Rev. Edu. Res., vol. 87, no. 6,
pp. 1117–1151, Aug. 2017.
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