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Abstract
Process optimization normally involves the combination of mathematical and statistical techniques which can be
approached by distinct ways. Despite the fact that different methods can be found in the literature, the response
surface methodology raised as one of the most effective ways for performing process optimization, by combining
design and analysis of experiments, modeling techniques, and optimization methods. However, practical guidelines for
response surface methodology and critical analysis of its applications are quite scarce. Thus, this paper aims to present
the theoretical principles and practical guidelines for carrying response surface methodology as well as to provide
empirical evidence on its critical aspects for manufacturing optimization. In order to accomplish with this objective, 49
papers published in the International Journal of Advanced Manufacturing Technology (IJAMT) from 2014 to 2017
were investigated and reproduced, allowing the analysis of 123 response surfaces. Surprisingly, more than 75.29% of
the models have presented a saddle shape. The practical meaning of this finding is that the stationary point is not a
suitable solution for the optimization of those surfaces. Besides, multiple response surfaces are more commonly found
in the literature than individual ones. From this amount of papers, 71.88% of the works investigated have presented
significant correlation with their peers and 87.61% have convexity incompatible with the optimization direction. Most
of the optimization solutions have found outside of experimental region which reveals a preponderant neglect of the
nonlinear constraints involving the definition of the experimental region. It was also verified that the proportion of
functions in saddle format corresponds to 96.86% of the models estimated in flat regions. Moreover, it was found that
the number of center points is commonly changed and all the manufacturing processes investigated are driven by at
most five control parameters. Finally, considering the theoretical principles, the practical guidelines, and the obtained
results, a follow-along example involving the optimization of AISI H13-hardened steel turning with PCBN wiper,
previously published by the authors in IJAMT, was revisited by using response surface methodology. The results
corroborated the proposed framework suitability.
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Nomenclature
f Feed rate
Vc Cutting speed
d Depth of cut
y Response variable, function value,

or estimated model
β Model coefficient
x Independent variable
ε Experimental error or residual
N Total number of experiments
k Number of factors or input variables
nC Number of center points
α Axial distance
nF Number of factorial points
SS Squared sum
MS Squared mean
F0 Fisher-Snedecor statistics
∅ Number of degrees of freedon of F0

Γ Gama function
δi Spherical moments
m Index of the space of the model
M Matrix of moments
xs Stationary point coordinate vector
B Matrix of coefficients of second-order terms
b Vector of coefficients of first-order terms
ρ Design radius or the Pearson correlation
ys Estimative of the response variable in the

stationary point
λ Eigenvalues of B̂
w Canonical variables
I Identity matrix
μ Mean vector
c Chi-squared variable
~∑ Variance-covariance matrix
∇ Gradient vector
P Matrix of the eigenvectors of ~Σ

−1

X Vector of experimental factors
f (X) Objective function
gj(X) Generic inequality constraint
lj(X) Generic equality constraint
α1, α2 Relative weights of linearly combined functions
n Total number of data
χ2
0 Qui-squared statistic

Abbreviations
ABNT Brazilian Association of Technical Standards
ANOVA Analysis of variance
BBD Box-Behnken design
CCD Central composite design
DOE Design of experiments
FCCD Face-centered central composite design
FFD Full factorial design
EWR Electrode wear rate
GRG Generalized reduced gradient

IQR Interquartile range
NBI Normal boundary intersection
NOMATI Manufacturing Optimization and

Innovation Technology Center
Ortho. Orthogonal
MRR Material removal rate
MRV Multiple response variables
RSM Response surface methodology
OLS Ordinary least squares
PC Principal component score
PCA Principal component analysis
SAM Steepest ascent method
SPV Scaled prediction variance
UP Uniform precision
WPCA Weighted principal component analysis

1 Introduction

Due to the different phenomena that involve them, industrial
processes are commonly constrained by operability regions,
which are manifested by combinations of control parameters
[1–3]. In turning processes, for instance, the well-known three
control parameters—feed rate ( f ), cutting speed (Vc), and
depth of cut (d)—are operational input variables subjected to
machine specifications [4–7]. For this reason, the universe of
possibilities of the output variables, known as response vari-
ables of the process, also becomes constrained, establishing a
delimited operability region [8, 9], for different technical
setups, there will be specific operability regions.

This causal relationship between input and output variables
has been studied since the beginning of mathematics when the
image of a function was conceptualized as a result of the
processing of a domain [10]. In real cases, however, the func-
tions that model the processes of interest are usually unknown
[11–13], which makes difficult to fully recognize the opera-
bility regions.

Despite this, no technical barrier arises from this limitation,
given that practitioners and engineers, in most cases, do not
seek a global mapping of the processes in this mathematical
sense, but specific regions that reveal potential for improve-
ment or meeting project specifications, called regions of inter-
est [9]. Nevertheless, other problems emerge, since the inves-
tigation of these regions implies, firstly, in the knowledge of
the set of variables that driven the studied processes, which
means that the control parameters, their main effects, and in-
teractions, should be primarily identified [11, 14].

Historically, many techniques have been developed to ad-
dress these initial issues, culminating in a large set of experi-
mental designs that currently compose the design of experi-
ments (DOE), central composite design (CCD), Box-Behnken
design (BBD), and Taguchi designs are among the designs
most frequently are presented in the literature. Depending on
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the application, these designs have been used individually [15,
16] in combination [17] or comparatively in an attempt to
present the best results [18]. Additionally, they also have been
used in different areas of knowledge, such as chemical engi-
neering [19–21], medical sciences [22–24], and manufactur-
ing [25–27].

Allied to DOE techniques, analysis of variance (ANOVA),
and other hypotheses tests based on t statistics are commonly
employed to determine the significance of tested input vari-
ables and to numerically describe the main effects and the
interactions of control parameters on response variables,
which usually represent critical-to-quality characteristics of
the final products, such as surface roughness [28] circularity
[29], tensile strength [30], and critical-to-performance charac-
teristics of the process, such as cutting forces [31], percent
yield [32], and productivity [33].

To appropriately investigate the regions of interest, it is also
crucial to examine the influence of the control parameters on
the response variables in a combined fashion [34, 35]. For this
purpose, modeling techniques, such as ordinary least squares
(OLS), play an essential role, since they allow to obtain a
mathematical representation of the region of interest, also
called model, by fitting the experimental data [2, 36]. Based
on the fitted model, researchers can take more rational and
suitable decisions about the process enabling increasingly ef-
ficient production systems and high-quality products.

In this context of improvements, the decision-making pro-
cess can become even better if the experimenter employs
mathematical optimization methods in an association with
modeling techniques. By doing so, one can forthrightly rec-
ognize setups in which there will be improvements for the
process, according to an objective, such as the reduction of
operational costs, the increase of the quality of the products or
the minimization of the process time [33, 37].

Although other methods can be used to approach process
optimization, response surface methodology (RSM) is the one
that relies on the intersection of design and analysis of exper-
iments, modeling techniques, and optimization methods, by
combining these three components in a stronger approach.
With this combination, RSM reveals a high level of statistical
and mathematical sophistication for several reasons. First, be-
fore production starts, the results of a process can be equated
based on a small number of control parameters [9]. Second,
whenever certain setups are assigned to the control parame-
ters, obtaining optimal responses can be guaranteed with min-
imum variance [38]. Third, new processes, as well as known
processes, can be approached in the same way, using experi-
mental designs and empirical data [9].

To endorse valid conclusions, however, several assump-
tions must be taken into account, since the compatibility of
the statistical and mathematical solutions with the practical
reality of the processes will depend on the criteria adopted in
each step of the RSM. This fact comprises the data collection,

the model fitting and optimization, and the interpretation of
the results.

In this context, although many theoretical studies have
been developed in the last 70 years, practical guidelines for
RSM and critical analysis of its applications are quite scarce.
Then, to fulfill this gap with a suitable approach, this paper
presents the following objectives: (1) to provide practical
guidelines and core theoretical principles of RSM, (2) to in-
vestigate some critical aspects of RSM in the context of ex-
perimental studies of advanced manufacturing technology, (3)
to identify singularities of the critical aspects studied, (4) to
raise discussions on the usage of RSM, as well as new re-
search opportunities for RSM in manufacturing.

To reach these goals, this paper is organized as follows:
Section 2 provides an in-depth literature review from the
International Journal of Advanced Manufacturing
Technology (IJAMT) on RSM and some of its critical aspects;
Section 3 details the proposed method for performing the sur-
vey literature review and presents the questions and hypothe-
ses of the problem; Section 4 presents the results with detailed
discussion; Section 5 revisits a case of advanced manufactur-
ing technology optimization by using RSM. Finally, some
relevant conclusions are drawn in Section 6.

In order to better disseminate this research, the authors
stress that this article derives from more than 20 years of
experience on applying DOE and optimization methods in
welding and machining process. The author’s research group,
called Manufacturing Optimization and Innovation
Technology Center (NOMATI), belongs to the Institute of
Production Engineering and Management of the Federal
University of Itajuba, Itajuba, Brazil.

2 Response surface methodology

Response surface methodology (RSM) was developed by
George Box and associates in the 1950s [39] and have been
studied by many other researchers in the last decades [2, 3, 8,
9, 11, 14, 36, 38, 40–45]. In essence, RSM is the combination
of design and analysis of experiments, modeling techniques,
and optimization methods in a stronger approach that utilizes
experimental data to obtain process improvements.

Figure 1 shows how RSMmay be viewed as a combination
of these components. This intersection of procedures implies
that researchers should be very mindful in each one of the
three steps involving RSM. Without this caution, this meth-
odology will certainly fail, does not produce the expected and
possible desired results.

2.1 Classical approach and practical guidelines

Due to its multiple perspectives, RSM has many formal defi-
nitions; in one of its more classic conceptions, RSM is
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presented as a set of tools for improving the investigation of a
particular experimental region [45]. More recent works de-
scribe the RSM as a useful method to establish mathematical
relationships between the input and the output variables of a
process in such a way that it can be optimized [46, 47].

A broader definition can be drawn from Myers and
Montgomery [9], where the RSM has been conceptualized
as “[...] a collection of statistical and mathematical techniques
used to develop, improve and optimize processes.” Based on
this definition, the authors presented well-defined criteria for
carrying RSM investigations. More applied studies have also
provided practical examples for performing RSM according to
the classical literature [48]. Considering the core principles [2,
3, 8, 9, 11, 14, 36, 38, 40–47], a roadmap for carrying RSM
analysis was developed, as shown in Fig. 2.

The first step of RSM is to determine the variables
governing the processes studied, i.e., the control parameters,
also called factors [40, 49]. For this, the literature presents two
approaches; the most conventional is to perform exploratory
experiments, by using designs of few runs, such as fractional
factorial or Taguchi arrays, which require a smaller number of
experiments to investigate many factors than CCD and BBD,
for example [41]. However, sometimes factors can also be
adopted from practical experience [50], and then be followed
by exploratory designed experiments with a smaller number
of factors, which is preferable in some cases.

The second step of RSM is to determine the influence of
the factors on the process investigated. For this purpose,
ANOVA is the statistical technique most widely used in
RSM studies because it allows distinguishing, among the fac-
tors evaluated, those that are truly significant and their indi-
vidual effects on response variables [51].

Once the control parameters have been defined (Step 1)
and their statistical significance confirmed (Step 2), the third
step is to plan data collections according to an experimental
design [42], for this purpose, CCD and BBD are the most
usual [9]. Based on them, the responses variables are mea-
sured, as pointed in the Step 4.

After that, the fifth step is to evaluate if the experimental
region is curve; this is a decision point because if the curvature
is significant, the analysis should be continued by adding axial
points to the design (Step 6A) and performing new experi-
ments (Step 7), if not, the design should be moved to another
direction [12, 52] by redefining the factor levels, as pointed in
Step 6B.

In the curvature region, the collected data are used to fit
mathematical models that adequately represent the process
studied in function of its control parameters (Step 8), for this,
OLS is typically employed to obtain a second-order model
expanded in Taylor series expressed in Eq. 1 [39, 47]:

y ¼ β0 þ ∑
k

i¼1
βixi þ ∑

k

i¼1
βiix

2
i þ ∑

k

i ¼ 1
j ¼ 1

βijxix j þ ε ð1Þ

where y is the modeled function, β0 is the constant term of the
model, βi are the coefficients of the linear terms, βii are the
coefficients of the quadratic terms, βij are the coefficients of
the interation terms, and ε is the residual.

The last step of RSM (Step 9) is to find the set of
control parameters that improve the process by applying
an optimization method to minimize or maximize the
functions modeled in Step 8.
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Fig. 1 Response surface methodology overview. Source: own authors
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Fig. 2 Roadmap for an efficient conduction of response surface methodology. Source: own authors
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2.2 Central composite design, center points,
and curvature regions

Developed by Box andWilson in 1951, CCD is the most used
second-order design in experimental studies [9]. Typically,
this design involves three kinds of experimental points: facto-
rial (points that allow the generation of data for 2-sample t
hypothesis tests), center points (a design element that allows
the assessment of curvature in the region of interest), and the
axial points (elements capable of estimating the quadratic ef-
fects observed in determinated region) [2].

The factorial points are placed at the vertices of a
hypercubic design and are obtained from the combination of
the levels of each factor. When used without axial and center
points, these points characterize the factorial designs, as
shown in Fig. 3.

Assuming that only two levels for each factor (− and +) are
necessary (since the 2-sample t test requires only two set of
data for each input variable), if the researcher is interested in
studying k factors, then N = 2k experiments will be generated.
Figure 3 a up to c show the displacement of a full factorial
design (FFD) for 2, 3, and 4 factors, respectively. The design
of Fig. 3 b represents the ethanol production process studied
by Yücel and Göycıncık [53], in which the final ethanol con-
centration was modeled by NH4Cl concentration (factor A),
amount of yeast (factor B), and temperature (factor C).
Another example is found in Lin et al. [54] and can be char-
acterized by the design of Fig. 3 c. In this case, three critical

characteristics of microelectrical discharge machining were
modeled by peak current, pulse on-time, pulse off-time, and
electrode rotation speed.

Considering a sequential approach [38], the center points
form the second typology of points to be included in the CCD,
since they allow curvature analysis in the investigated region
and reduce the prediction variance in the design center [55].
When the curvature is identified, the axial points are finally
added, determining the total number of experiments of a CCD,
as expressed by Eq. 2:

N ¼ 2k þ 2k þ nc ð2Þ
where N is the total number of experiments, k is the number of
factors, 2k is the number of factorial points, 2k the number of
axial points, and nc is the number of center points.

The center points are placed exactly in the design center
and can be obtained by the average values of the factors levels
(usually identified by the code 0). The axial points, in turn,
extrapolate the lower and upper levels of each factor and are
placed outside the cuboidal experimental region, allowing a
better estimation of the quadratic terms [9]. Figure 4 shows a
schematic view of a CCD for two and three factors. They are,
in truth, a rotation of the factorial points.

The distance from the axial points to the design center is
given in Eq. 3:

∝ ¼ 2k=4 ð3Þ
where ∝ is the axial distance and k is the number of factors.

As mentioned in Section 2.1, experimental designs allow
planned data collection in such a way that it is possible to
model a particular region of interest. This region generally
defines a location of significant curvature. For this reason,
the literature converges on the need to precisely identify the
curve region within the operability region [2, 9, 38].

Steepest ascent method (SAM) is one of the most used
optimization methods for searching curvature regions.
Originated in pure mathematics, its formulation has been ap-
plied to the experimental context since the early days of RSM
[33, 56]. By applying SAM, the function fitted to experimen-
tal data is differentiated to obtain the gradient vector; with this
procedure, the direction of the stationary point can be verified,
ensuring the correct location of the curve region.

Figure 5 provides an overview of Steepest Ascent Method,
by reproducing a problem proposed in the literature [38]. This
illustration alludes to a generic stationary point, obtained by
virtue of multiple iterations. Based on the coefficient of the
linear model built with a FFD, a search direction is defined.
Moving the original center point along this line search direc-
tion, the experimenter will find more suitable regions for cur-
vature. Sometimes, it will be necessary to redo the FFD to
define new directions like that shown in Fig. 5 (3). Along
the line search the response of interest will increase

(a) (b)

(c)

B

A
- +

-

+

B

A
- +

-

+

Fig. 3 Examples of full factorial designs with two levels in each factor:
(a) k = 2, (b) k = 3, and (c) k = 4. Source: own authors
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(1) (2)

(4)(3)

Fig. 5 Schematic view of steepest ascent method. Source: adapted from Khuri and Cornell [38]
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Center 
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Center 
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Factorial 
pointsAxial 

points

Fig. 4 Schematic view of a central composite design: (a) for two factors (k = 2) and (b) for three factors (k = 3). Source: own authors
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accordingly until the region of a possible curvature, where the
response starts to diminish sequentially. At this inflection
point, a curvature test must be conducted.

A typical curvature test consists of comparing the average
of the responses measured in the factorial points with the
average of the responses measured in the center points [9],
so that it is possible to evaluate if the sum of the coefficients
of the quadratic terms is equal to or different from zero, as
stated in Eq. 4:

H0 : ∑
k

j¼1
βjj ¼ 0

H1 : ∑
k

j¼1
βjj≠0

ð4Þ

where βjj is the coefficients of quadratic terms of jth order
The test uses the sum of squares presented in Eq. 5, which

combines the averages of the measured responses and the
amounts of factorial and center points of the experimental
design. Considering that the calculation of SSpure quadratic has
one degree of freedom, the mean of squares associated with
the quadratic terms of the model will be given by the same
expression:

MSpure quadratic ¼ SSpure quadratic ¼
nFnC yF−yC

� �2
nF þ nC

ð5Þ

where nF is the number of factorial points, nC is the number of
center points, yF is the average of the responses measured in
the factorial points, yC is the average of the responses mea-
sured in the center points.

The sum of squares of the experimental error is obtained in
the ANOVA by Eq. 6.

SSerror ¼ ∑
i¼1

nc

yi−yC
� �2

ð6Þ

where yi is the responses measured in the ith center point.
With (nC − 1) degrees of freedom, an unbiased estima-

tor for the natural variability of the process is obtained,
accounting for the variance between responses measured
under the same experimental conditions (i.e., center
points):

MSerror ¼ SSerror
nC−1

¼
∑nc

i¼1 yi−yC
� �2
nC−1

ð7Þ

From the quotient of the variance estimated between the
factorial and center points (variance between) and the

experimental error (variance within), F statistics can be com-
puted by Eq. 8:

F0 ¼ MSpure quadratic

MSerror
¼

nFnC yF−yC
� �2

nF þ nC

2
64

3
75

∑nc
i¼1 yi−yC
� �2
nC−1

2
64

3
75

ð8Þ

The p value comes from the improper integral of the Fisher-
Snedecor distribution with degrees of freedom ∅1 and ∅2

[57], as shown in Eq. 9:

P X > F0ð Þ ¼ ∫
þ∞

x¼Fcalc

Γ ∅1 þ∅2ð Þ=2½ �
Γ ∅1=2ð ÞΓ ∅2=2ð Þ

∅1

∅2

� �∅2=2

x ∅2−2ð Þ=2

1þ ∅1=∅2ð Þx½ � ∅1þ∅2ð Þ=2 dx

ð9Þ

where ∅1 is the number of degrees of freedom of the numer-
ator of F0, ∅2 is the number of degrees of freedom of the
denominator of F0, and Γ is the gamma function. Replacing
∅1 by 1 and ∅2 by (nC − 1) in Eq. 9, we arrive at:

P X > F0ð Þ ¼ ∫
þ∞

x¼Fcalc

Γ 1þ nC−1ð Þ=2½ �
Γ 1=2ð ÞΓ nC−1ð Þ=2ð Þ

1

nC−1

� � nC−1ð Þ=2

x nC−1−2ð Þ=2

1þ 1=nC−1ð Þx½ � 1þnC−1ð Þ=2 dx

ð10Þ

from where we obtain an expression for the p value as a func-
tion of the number of center points in the design and the
continuous variable x, with a domain in the interval [0, +∞):

P X > F0ð Þ ¼ ∫
þ∞

x¼Fcalc

Γ nCð Þ=2½ �
Γ 1=2ð ÞΓ nC−1ð Þ=2ð Þ

1

nC−1

� � nC−1ð Þ=2

x nC−3ð Þ=2

1þ 1=nC−1ð Þx½ � nCð Þ=2 dx

ð11Þ

2.3 Spherical moments, rotatability,
and orthogonality of central composite designs

This section provides the mathematical and statistical funda-
mentals on the ideal values for the factorial, axial, and center
points based on the spherical moments, rotatability, and or-
thogonality of CCD.

Suppose we have a CCD for k = 2, whose factorial block
consists of a FFD with levels equal to L = ± r. For a traditional
FFD, r = ± 1. Besides the two factors, let us consider the com-
putation of the following quartic and quadratic terms: x21, x

2
2,
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x41, x
4
2, and x21x

2
2. In this way, we may obtain the design struc-

ture shown in Table 1.
According to Box and Hunter [36], a moment of order δ for

an experimental “rotatable” design of order d using k factors is
given by:

1δ12δ2⋯kδk
� � ¼ 1

N
∑
N

u¼1
xδ11ux

δ2
2u⋯xδkku ð12Þ

1δ12δ2⋯kδk
� � ¼

λδ∏k
i¼1δi!

2δ=2∏k
i¼1

δi
2

� �
!

∀ δi even

0 ∀ δi odd

8>><
>>: ð13Þ

The moments associated to the columns x21, x
4
1, and x

2
1x

2
2 in

Table 1 are as follows, respectively:

11½ � ¼ 1220
� � ¼ λ22!

2
¼ λ2 and 11½ � ¼ 1

N
∑N

u¼1x
2
iu

¼ 2kr4 þ 2ρ4

N
ð14Þ

1111½ � ¼ 1420
� � ¼ λ44!

22 � 2!
¼ 3λ4 and 1111½ �

¼ 1

N
∑
N

u¼1
x4iu ¼

2kr4 þ 2ρ4

N
ð15Þ

1122½ � ¼ 1222
� � ¼ λ42!2!

22 � 1!1!
¼ λ4 and 1122½ �

¼ 1

N
∑
N

u¼1i≠ j

x2iux
2
ju ¼

2kr4

N
ð16Þ

ACCD is rotatable if the second-, mixed-, and fourth-order
moments are, respectively, equal to λ2 = [ii] = 1, λ4 = [iijj],

3λ4 = [iiii]. Similarly, a CCD is orthogonal if the mixed
fourth-order moment, [iijj], or equivalently, λ4, is equal to
unity, λ4 = 1. Taking these design moments into account, the
necessary and sufficient condition for rotatability of a second-
order model is:

iiii½ � ¼ 3 iijj½ � ð17Þ

From Table 1, λ4 = N−12kr4 and 3λ4 = N−1(2kr4 + 2ρ4),
which implies that, to assure the design rotatability, the fol-
lowing equality must be satisfied:

3N−12kr4 ¼ N−12kr4 þ 2N−1ρ4 ð18Þ

Hence, when the CCD is designed in terms of (− 1) and (+
1) levels, it is possible to obtain the well-known mathematical
expression for the radius of CCD with k factors that is capable
of keeps the rotatability property, such as:

ρ ¼
ffiffiffiffiffi
2k

4
p

ð19Þ

If we take the variables in coded units, it is possible to

observe that the coded design satisfies the constraint ∑N
u¼1x

2
iu

¼ 0 but keeps ∑N
u¼1x

2
iu≠N . So, it is necessary to use a scale

factor g to correct this misspecification. Introducing the scale
factor g, N may be expressed as:

N ¼ ∑
N

u¼1
gxuið Þ2 ¼ g2 ∑

N

U¼1
x2ui ¼ g2 2k þ 2ρ2

	 
 ð20Þ

And the scale factor becomes:

g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N

2k þ 2ρ2

s
ð21Þ

Table 1 Central composite design and its spherical moments δi even

x1 x2 x21 x22 x41 x42 x21x
2
2

[1] [2] [11] [22] [1111] [2222] [1122]

−r −r r2 r2 r4 r4 r4

r −r r2 r2 r4 r4 r4

−r R r2 r2 r4 r4 r4

r R r2 r2 r4 r4 r4

0 0 0 0 0 0 0

0 0 0 0 0 0 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 0 0 0 0

−ρ 0 ρ2 0 ρ4 0 0

ρ 0 ρ2 0 ρ4 0 0

0 −ρ 0 ρ2 0 ρ4 0

0 Ρ 0 ρ2 0 ρ4 0

∑
N

u¼1
xiu ¼ 0 ∑

N

u¼1
x2iu ¼ 2k r2 þ 2ρ2 ∑

N

u¼1
x4iu ¼ 2kr4 þ 2ρ4 ∑

N

u¼1
x2iux

2
ju ¼ 2kr4
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Using this result, we find the pure fourth-order moment
[iiii] as:

iiii½ � ¼ 1

N
∑
N

U¼1
gxuið Þ4 ¼ g4

N
2k þ 2ρ4
	 
 ð22Þ

iiii½ � ¼ N

2k þ 2ρ2

� �2 2k þ 2ρ4

N

� �
ð23Þ

Adopting ρ = 2k/4, we have:

iiii½ � ¼ N 2

22k þ 4 2k
	 


ρ2 þ 4ρ4
2k þ 2ρ4

N

� �

¼ 3 2k
	 


N

22k þ 4 23k=2
	 
þ 4 2k

	 
 ¼ 3N

2k þ 4 2k=2
	 
þ 4

ð24Þ

Since [iiii] = 3[iijj], we obtain:

λ4 ¼ N

2k þ 4 2k=2
	 
þ 4

ð25Þ

In order to be orthogonal, the design must have the follow-
ing number of center points:

n0 ¼ 4 2k=2
� �

þ 4−2k ð26Þ

Box and Hunter [36] defined the variance function for a
general second-order rotatable design as:

Var ŷ ρð Þ
h i

¼ 2 k þ 2ð Þλ2
4 þ 2λ4 λ4−1ð Þ k þ 2ð Þρ2 þ k þ 1ð Þλ4− k−1ð Þ½ �ρ4

2λ4 k þ 2ð Þλ4−k½ �
ð27Þ

In their original concept, Box and Hunter [36] established
that the most important aspect in response surface design is
that the variance function be as “low” and “flat” as possible
everywhere in the experimental region. To accomplish with
this assumption, the researchers proposed to choose the value
of λ4 in order to obtain the prediction variance at the origin
equals to the prediction variance at a distance of 1.0 (in coded
units). This constraint was coined as “uniform precision.”
Mathematically, λ4 must be chosen to satisfy the constraint
below:

Var ŷ xð Þjρ ¼ 0
h i

¼ Var ŷ xð Þjρ ¼ 1
h i

ð28Þ

Replacing this initial condition in the variance function, it
is possible to write that:

Var ŷ xð Þjρ ¼ 0
h i

¼ 2 k þ 2ð Þλ2
4

2λ4 k þ 2ð Þλ4−k½ � ð29Þ

Var ŷ xð Þjρ ¼ 1
h i

¼ 2 k þ 2ð Þλ2
4 þ 2λ4 λ4−1ð Þ k þ 2ð Þ þ k þ 1ð Þλ4− k−1ð Þ½ �

2λ4 k þ 2ð Þλ4−k½ �
ð30Þ

The value of λ4 that satisfies these conditions is obtained
by:

λ4 ¼ k þ 3ð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9k2 þ 14k−7

p
4 k þ 2ð Þ ð31Þ

For different values of k, we obtain the values of λ4 as
shown in Table 2.

The number of center points needed to satisfy the uniform
precision may be written as:

2k þ 2k þ n0
2k þ 4 2k=2

	 
þ 4
¼ k þ 3ð Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9k2 þ 14k−7

p
4 k þ 2ð Þ ð32Þ

Integer solutions of this equation will be the exception, but
we can still use an integer solution as close as possible to the
value that solves it exactly. This will provide rotatable, near
uniform precision designs:

n0 ¼ 2k þ 4 2k=2
� �

þ 4
h i k þ 3ð Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9k2 þ 14k−7

p
4 k þ 2ð Þ

" #( )
− 2k þ 2k
	 


ð33Þ

Table 2 Values of λ4 for different values of k

k 2 3 4 5 6 7 8

λ4 0.7844 0.8385 0.8705 0.8918 0.9070 0.9185 0.9274

Table 3 Number of design points for a CCD with k input variables.
Source: adapted from Box and Hunter [36]

k 2 3 4 5

λ4 0.7844 0.8385 0.8705 0.8918

n0 (UP) 4.55 5.55 7.34 10.28

n0 (UP)
1 5 6 7 10

n0 (Ortho.) 8.00 9.30 12.00 16.60

n0 (Ortho.)
1 8 9 12 17

Factorials 4 8 16 32

Axials 4 6 8 10

N (UP) 13 20 31 52

N (Ortho.) 16 23 36 59

1Values recommended by [36] after rounding
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The number of center points required for a rotatable
CCD in k input variables to be either nearly orthogonal
(Ortho.) or nearly having the uniform precision (UP) is
described in Table 3.

2.4 Response surfaces modeling

Considering the sequential approach of RSM [38], the CCD is
used to model the process in the curvature region by using the
empirical data. A second-order response surface model can be
written in canonical form or in matrix notation [39, 47, 58]:

ð34Þ
where β is the polynomial coefficient, k is the number of
factors, and ε is the error term.

A traditional approach to estimating the β parameters is
known as OLS method [2, 36] and consists of an optimization
problem in which the function L, given by the sum of squares
of the residuals, must be minimized as a function of β:

minβL ¼ ∑
n

i¼1
εi
2 ¼ ∑

n

i¼1
Y i−β0 þ ∑

k

i¼1
βixi þ ∑

k

i¼1
βiix

2
i þ ∑

i< j
∑βijxix j

 !2

ð35Þ

In matrix notation:

minβ L ¼ yTy−βTXTy−yTXβ þ βTXTXβ ð36Þ

Then, to minimize L, the derivative of Lwith respect to β is
calculated by:

∂L
∂β

¼ ∂ yTy−βTXTy−yTXβþ βTXTXβ
	 


∂β

¼ ∂ yTy−2βTXTyþ βTXTXβ
	 


∂β
¼ 0 ð37Þ

∂L
∂β

¼ −2XTyþ 2XTXβ̂ ¼ 0∴β̂ ¼ XTX
	 
−1

XTy ð38Þ

With this procedure, the OLS method has two important

properties; so β̂ be considered a good estimator of the coeffi-

cients of the model, the expected value E β̂
� �

¼ β and the

covariance of β̂, which depends on the data variance and the

experimental matrix, are given by Cov β̂
	 
 ¼ σ2 XTX

	 
−1
,

where X is design matrix and σ2 is mean square error. It can
be shown that:

Cov β̂
� �

¼ E β̂−E β̂
� �h iT

β̂−E β̂
� �h i� �

¼ E β̂−β
� �

β̂−β
� �h i

ð39Þ

Cov β̂
� �

¼ E XTX
	 
−1

XTε
	 
h i

XTX
	 
−1

XTε
	 
h in o

¼ E XTX
	 
−1

XTε
	 
h i

εTX
	 


XTX
	 
−1h in o

ð40Þ

Cov β̂
� �

¼ Ef XTX
	 
−1

XTX
	 
h

εTε
	 


XTX
	 
−1h i

g

¼ E εTε
	 


XTX
	 
−1 ¼ σ2 XTX

	 
−1 ð41Þ

Since the response surface model is an approximation of
the region of interest, any point on the surface will be
contained in a confidence interval; this interval is a result of
the variance effect of the model at the analyzed point. By

using the covariance matrix Cov β̂
	 


of Eq. 41, a (1-α)%
confidence interval for new observations of a model can be
built as shown in Eq. 42:

1−αð ÞCI ¼ ŷ x0ð Þ

� tα=2;n−p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ̂
2
1þ zT x0ð Þ XTX

	 
−1
zT x0ð Þ

h ir
ð42Þ

With the following properties:

E Ŷ xð Þjx0
h i
¼ z mð ÞT

0 XTX
	 
−1

XTY
	 
h i

and Var Ŷ xð Þjx0
h i

¼ σ2 z mð ÞT
0 XTX

	 
−1
z mð Þ
0

h i
ð43Þ

For k = 2, for instance, z mð ÞT
0 ¼ z 2ð ÞT

0 ¼ 1; x1; x2; x21; x
2
2; x1x2

� �
.

2.5 Convexity, optimization direction,
and experimental region constraint

Several critical aspects of RSM arise from the interface be-
tween modeling techniques and optimization methods.
Among them, the convexity [2] and the optimization direction
of the function [59] can be highlighted. While convexity is an
intrinsic characteristic of the mathematical models conceptu-
alized in the previous section, optimization direction is an
extrinsic characteristic, defined by the experimenter in the
phase of obtaining the optimal values.
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The literature provides a wide range of approaches on func-
tion convexity [44, 46, 60], in which there is a consensus
about the three types of convexities of surfaces originating
from quadratic functions. Figure 6 illustrates surfaces and
contour plots for the different types of convexities. Concave
functions are similar to domes (Fig. 6a); convex functions
exhibit bucket-like contours (Fig. 6b) [61]; saddle-shaped

functions, in turn, carry in its own nomenclature the descrip-
tion of its geometrical format—that is, saddle—and are also
known by other names such as col. and minimax (Fig. 6c) [2].

Since graphs may induce misinterpretations [46], especial-
ly for a larger number of factors, analytical methods are re-
quired to characterize the stationary points and, accordingly,
the convexity of the functions [62].

-

(a) Surface and contour plots of a concave response surface model. Stationary point is a maximum.

(b) Surface and contour plots of a convex response surface model. Stationary point is a minimum.

(c) Surface plots of a saddle surface. Stationary point is neither maximum nor minimum.
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Fig. 6 Surfaces and contour plots for different convexities: (a) concave, (b) convex, and (c) saddle. Source: own authors



From the optimization theory, an unconstrained stationary
point of response surface model may be written as:

∇x β0 þ xTbþ xTBx
� � ¼ 0∴bþ 2xT B½ � ¼ 0→x

¼ −
1

2
b B½ �−1 ð44Þ

However, if we are interested in solutions constrained to
the spherical region formed by CCD, then one must solve the
following optimization system:

Min
x∈Ω

β0 þ xTbþ xT B½ �x S:t: : xTx≤ρ2 ð45Þ

Using the concept of the Lagrangian function ℓ(x, ρ), the
optimization problem becomes:

Min
x∈Ω

ℓ x; ρð Þ ¼ β0 þ xTbþ xT B½ �xþ λ xTx−ρ2
	 

 � ð46Þ

Applying the KKT’s first-order condition, the gradient of
the Lagrangian will be:

∇ℓ x; ρð Þ ¼ bþ 2x Bþ λIð Þ
xTx−ρ2

� �
¼ 0

0

� �
ð47Þ

Which results in:

x ¼ −
1

2
b Bþ λIð Þ−1 ð48Þ

This is the well-known form for the constrained stationary
point of response surface model. As a straightforward conse-
quence, it is possible to write that the CCD axial distance is
equal to:

ρ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4
Bþ λIð Þ−1b

h iT
Bþ λIð Þ−1b

h ir
ð49Þ

where B is the matrix of coefficients of the second-order
terms, and b is the vector of coefficients of the first-order
terms, I is the identity matrix, and λ are the eigenvalues of
B, for i = 1, 2, 3, ..., k.

To obtain the eigenvalues λ of B, the determinant of the
difference between the matrix of coefficients B and the iden-
tity matrix I must equal zero:

B−λIj j ¼ 0 ð50Þ

The response surface in the vicinity of the stationary points
can also be written as a function of the response at the station-
ary point by using the eigenvalues of B:

ŷ ¼ ŷs þ ∑
k

i¼1
λiw2

i ð51Þ

where ŷs is the estimate of the response variable at the station-
ary point and wi are canonical variables.

Under mathematical arguments, if in any direction of the
canonical variable wi, the increment is negative (λ < 0), it
means that the stationary point is the maximum response of
the function—the maximum point. Similarly, if in any direc-
tion of these canonical variables, the increment is positive
(λ > 0), it means that the response grows by moving away
from the stationary point, which makes it a minimum point.
If in each direction wi, the signal of the increment is different
(sometimes positive, sometimes negative), the stationary point
is not an extreme of the function, but a saddle point.

In practice, if all eigenvalues are negative, there is a max-
imum point, and therefore the function is concave. On the
other hand, if all eigenvalues are positive, there is a minimum
point, which indicates a convex function. However, if, among
the eigenvalues, there are both positive and negative signals,
then the function is a saddle-shaped surface [63].

Given the stochastic nature of the RSM, the stationary
point of a response surface will be always associated to a
variability component. In the following paragraphs, we dem-
onstrate the variance propagation of the response surface to
the stationary point.

The stationary point may be found using the first partial
derivatives of the response surface in terms of each factor. For
example, let us consider a full quadratic model for k = 2 var-
iables, such as:

Ŷ xð Þ ¼ β̂0 þ β̂1x1 þ β̂2x2 þ β̂11x
2
1 þ β̂22x

2
2 þ β̂12x1x2 ð52Þ

For this model, the stationary point can be defined consid-
ering the gradient of this function, such that:

f 1 xð Þ ¼ ∂Ŷ xð Þ
∂x1

" #
¼ β1 þ 2β11x1 þ β12x2 f 2 xð Þ

¼ ∂Ŷ xð Þ
∂x2

" #
¼ β2 þ 2β22x2 þ β12x1 ð53Þ

The gradient vector will be then:

∇x Ŷ xð Þ
h i

¼
∂Ŷ xð Þ
∂x1

∂Ŷ xð Þ
∂x2

2
6664

3
7775 ¼ β1 þ 2β11x1 þ β12x2

β2 þ 2β22x2 þ β12x1

� �
ð54Þ

And the respective Hessian will be given by:

∇2
x Ŷ xð Þ
h i

¼
∂2Ŷ xð Þ
∂x21

∂2Ŷ xð Þ
∂x1∂x2

∂2Ŷ xð Þ
∂x2∂x1

∂2Ŷ xð Þ
∂x22

2
6664

3
7775 ¼ 2β11 β12

β12 2β22

� �
ð55Þ

Consider that the variance-covariance matrix of the coeffi-
cients of the full quadratic model is described by:
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σ2
x XTX
	 
−1 ¼

β0 β1 β2 β11 β22 β12

β0

β1

β2

β11

β22

β12

σ2β0
sym

0 σ2β1

0 0 σ2β2

σβ0β11
0 0 σ2β11

σβ11β22

σβ0β22
0 0 σβ11β22

σ2β22

0 0 0 0 0 σ2β12

2
666666664

3
777777775
ð56Þ

It is clear that all covariances σβi;β j
are null and only co-

variance σβ11β22
≠0. Thus, the variance equation for the deriv-

atives will not contain terms of covariance. Therefore, it can
be written that:

Var f i xð Þ½ � ¼ ∑
p

i¼1

f i xð Þ
∂βi

� �2
σ2
βi
þ 2 ∑

p

i< j
∑
p f i xð Þ

∂βi

� �

� f i xð Þ
∂β j

" #
σβi;β j ð57Þ

or in another arrangement:

Var f 1 xð Þ½ � ¼ ∑
p

i¼1

∂2Ŷ xð Þ
∂xi∂βi

" #2
σ2
βi
þ 2 ∑

p

i< j
∑
p ∂2Ŷ xð Þ

∂xi∂βi

" #

� ∂2Ŷ xð Þ
∂xi∂βi

" #
σβi;βj ð58Þ

Analogously, the covariances between the partial deriva-
tives can be defined as:

Cov f i xð Þ; f j xð Þ
h i

¼ ∑
p

i¼1

f i xð Þ
∂βi

� �
� f j xð Þ

∂βi

� �
σ2
βi

þ ∑
p

i< j
∑
p f i xð Þ

∂βi

� �
� f j xð Þ

∂β j

" #
σβi;β j

ð59Þ

For the quadratic model, it is obtained:

ð60Þ

Simplifying:

Cov f 1 xð Þ; f 2 xð Þ½ � ¼ f 1 xð Þ
∂β12

� �
f 2 xð Þ
∂β12

� �
σ2
β12

þ f 1 xð Þ
∂β11

� �
f 2 xð Þ
∂β22

� �
σβ11;β22

ð61Þ

Taking the partial derivatives of the gradient with respect to
the estimated coefficients, for the first partial derivative, the
equation of the variance can be written as:

Var f 1 xð Þ½ � ¼ ∂2Ŷ xð Þ
∂x1∂β1

 !2

σ2β1
þ ∂2Ŷ xð Þ

∂x1∂β11

 !2

σ2β11
þ ∂2Ŷ xð Þ

∂x1∂β12

 !2

σ2β12

¼ σ2
β1
þ 4σ2β11

x21 þ σ2β12
x22

ð62Þ

Similarly, for the second derivative, the variance equation
will be equal to:

Var f 2 xð Þ½ � ¼ ∂2Ŷ xð Þ
∂x2∂β2

 !2

σ2β2
þ ∂2Ŷ xð Þ

∂x2∂β22

 !2

σ2β22
þ ∂2Ŷ xð Þ

∂x2∂β12

 !2

σ2β12

¼ σ2
β2
þ 4σ2β22

x22 þ σ2β12
x21

ð63Þ

And the covariance equation:

Cov f 1 xð Þ; f 2 xð Þ½ � ¼ x1x2 σ2
β12

þ 4σβ11;β22

� �
ð64Þ

Thus, for the complete quadratic model, the variance-
covariance matrix of the gradient can be written as:

~Σ
∇ŷ xð Þ
h i ¼ Var ∇ŷ xð Þ

h i

¼ Var f 1 xð Þ½ � Cov f 1 xð Þ; f 2 xð Þ½ �
Cov f 1 xð Þ; f 2 xð Þ½ � Var f 2 xð Þ½ �
� �

ð65Þ

In the specific case of a full quadratic model for k = 2 var-
iables, the variance-covariance matrix of the partial deriva-
tives can be written as:

~Σ
2�2ð Þ ∇ŷ xð Þ
h i ¼ Var ∇ŷ xð Þ

h i

¼
σ2β1

þ 4σ2β11
x21 þ σ2β12

x22 x1x2 σ2β12
þ 4σβ11;β22

� �
x1x2 σ2

β12
þ 4σβ11;β22

� �
σ2β2

þ 4σ2β22
x22 þ σ2β12

x21

2
4

3
5
ð66Þ

This particular proof emphasizes how the uncertainty in a
response surface coefficients may be propagated to the sta-
tionary point, since there is a nonzero variance-covariance
matrix associated to the response surface gradient.

Based on this fact, enclosing any point on the surface,
including the stationary and the optimum points (which not
always are the same, as will be discussed later in this section),
there will be a confidence ellipse.

Consider the ellipse equation written in terms of vector of
normal random variables x with a respective mean vector μ

and a variance-covariance matrix ~Σ
−1
. The constant c2 is a

chi-squared variable and can change depending on the desired
confidence level (1-α).

x−μð ÞT ~Σ
−1

x−μð Þ ¼ c2 ð67Þ
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Applying a spectral decomposition, the variance-

covariance matrix ~Σ
−1

may be replaced by its respective ei-
genvalues and eigenvectors. If P is matrix of the eigenvectors

of ~Σ
−1

andΛ−1 is the diagonal matrix of its eigenvalues, then
the ellipse may be written as:

x−μð ÞTPΛ−1PT x−μð Þ ¼ c2 ð68Þ

Since Λ−1 =Λ−1/2Λ−1/2, then:

PT x−μð Þ� �T
Λ−1=2Λ−1=2 PT x−μð Þ� � ¼ c2 ð69Þ

Taking c2 ¼ k MSEð ÞF α;k;d f errorð Þ and applying the square

root over the expressions of both sides of the former equation,
it is possible to write that:ffip

PT x−μð Þ� T
Λ−1=2Λ−1=2 PT x−μð Þ� �

¼ ffip
k MSEð ÞF α;k;d f errorð Þ ð70Þ

Which results in:

PT x−μð Þ� �T
Λ−1=2 ¼ ffip

k MSEð ÞF α;k;d f errorð Þ ð71Þ

or:

x−μ ¼ Λ1=2

PT

ffip
k MSEð ÞF α;k;d f errorð Þ ð72Þ

Since the matrix of eigenvalues is orthogonal, then PT =
P−1. Therefore:

x ¼ μþ PΛ1=2
ffip
k MSEð ÞF α;k;d f errorð Þ ð73Þ

The former equation describes any point in an ellipse.
Therefore, in order to draw the ellipse, one may use the fol-
lowing expression:

ð74Þ

With 0 ≤α ≤ 2π
The most important particularity of optimization problems

involving objective functions or constraints estimated by re-
sponse surface models is that the coefficients of nonlinear
functions will be stochastic. Therefore, the optimum or the
stationary points (they are not always the same) are, in truth,
just estimated values and, depending on the experimental error
level, may be, in practice, a very unstable solution.

To avoid such drawbacks, the optimization problem may
be improved by adding three kinds of constraints: (a) a con-
straint g1(x) representing the experimental space (or the CCD
region); (b) a constraint g2(x) involving the confidence ellipse
for the optimum or for the stationary point if it is the case and,

and (c) a constraint g3(x) added to control the prediction var-
iance. The resulting optimization system may be defined as:

Min
x∈Ω

f xð Þ ¼ β0 þ xTbþ xTB x

S:t: : g1 xð Þ ¼ xTx−ρ2≤0
g2 xð Þ ¼ ∇T

x ŷ x*0
	 
h i

~∑
−1

∇x

� �
∇x ŷ x*0

	 
h i
≤k MSEð ÞF α;k;d f errorð Þ

g3 xð Þ : ξLower≤ ∑
n

i¼1

∂ ŷ xð Þ
h i
∂βi

8<
:

9=
;

2

^βi

σ2βi
≤ξUpper

ξLower ¼
n−pð Þσ̂

2

χ2
n−p;1−α=2ð Þ

ξUpper ¼
n−pð Þσ̂

2

χ2
n−p;α=2ð Þ

ð75Þ

Figure 7 shows how the experimental space, prediction
variance, and confidence level for the optimum can substan-
tially change the optimization results.

As noted throughout this section, the convexity of the func-
tions has many characteristics and mathematical implications.
Notably, the correct understanding of the nature of the station-
ary points and the convexities of the models provides valuable
information about the behavior of the response variables in
terms of their factors and interactions [38]. However, consid-
ering optimization methods as a third component of RSM, the
optimization direction also appears as a relevant analytical
paradigm, capable of interconnecting the logical nature of
modeling and optimization with its practical meaning.

Although often used in the literature, there seems to be no
formal definition for the optimization direction, which can be
understood as a necessary attribute to the objective functions,
to be deliberated according to the nature of the problem [59,
64]. In this way, the optimization direction provides the cor-
rect direction for optimizing functions, indicating their mini-
mization or maximization [65, 66]. As a result, it is common
to minimize the surface roughness of machined parts [67, 68],
to maximize the tensile strength of welded alloys [69, 70], to
minimize the energy consumption in pelleting of wheat straw
[71], and to maximize the biodiesel yield [72].

In most works, the convexity and the optimization direc-
tion are usually treated in isolation, but a few papers provide
joint approaches and demonstrate the interdependence of both
concepts [35, 73, 74]. From these studies, it is observed that,
by its very nature, a concave function is compatible with the
maximization direction, since it has a maximum point.
Similarly, it is noted that a convex function is proper for min-
imization, since it has a minimum point.

Despite this, there are cases in which the optimization di-
rection is incompatible with the convexity of the function to
be optimized. That is, it is required to minimize a concave
function, maximize a convex function, or even minimize or
maximize a saddle-shaped function. When these cases occur,
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the optimum will not be the stationary point, but a point in the
boundary of the experimental design. Since solutions outside
the experimental design cannot be predicted consistently, the
researcher should use an experimental region constraint to
solve the optimization problem, as expressed by Eq. 76 [43,
58]:

xTx≤ρ2 ð76Þ
where ρ is the radius of the experimental region.

However, depending on its location inside the experimental
design, the optimum x0 may present low predictability, espe-
cially in the borderline where the optimum will most likely
rely on. Then, there will be a trade-off between the expected
value E[f(x)] and the variance Var [f(x)], as shown in Fig. 8.

Figure 9 summarizes the relationship between the three
critical aspects addressed in this section: convexity, optimiza-
tion direction, and experimental region constraint. For this, the
illustration draws on an analogy between the presented con-
cepts and the walking in a mountain. In this case, the mountain
represents the function obtained with the response surface
modeling; the shape of the mountain is a fixed condition,
insensitive to any external desire, as well as the convexity is
an intrinsic characteristic of the model.

In this sense, Fig. 9 also expresses the will of two individ-
uals (A and B), who, as an external part of the mountain (i.e.,
extrinsically), wish to go down or to climb it. In the context of
RSM, if the function should be minimized, there is a minimi-
zation direction (individual A). Similarly, if the function is
required to be maximized, there is a maximization direction

(individual B). Assuming that Eq. 76 provides an experimen-
tal region constraint as shown in Fig. 9, the minimization will
be constrained to the height indicated by the mountain level
curve. This limit would represent the impossibility of access to
lower heights due to physical barriers (such as the presence of
abysses, and plains). In turning cases, for example, it would be
impossible to achieve certain levels of surface roughness de-
pending on the machine.

If there is an overall maximum point (characteristic of the
concave function) and a maximization direction, the experi-
mental region constraint will become inactive. This is because
the stationary point itself delimits the optimization, that is,
there is no possibility of climbing beyond the highest peak
of the mountain (Fig. 9). Thus, the usage of this type of con-
straint, besides leading to real solutions in the cases of incom-
patibility between the convexity and the optimization direc-
tion, does not cause any type of interference when these as-
pects are harmonic.

2.6 Multiple responses and correlation

The production systems, by their very nature, present several
critical characteristics. In general, each of them defines an
intervening aspect of the quality of the products or the effi-
ciency of the processes. In view of this, such characteristics
are usually treated as response variables [14, 75]. For welding
processes, the width of the fusion zone and the size of the heat
affected zone can be used to define the quality of the weld
bead [76]. For biodiesel synthesis, the percentage of fuel pro-
duced can be used to characterize the process efficiency [77].

(a) (b)
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Fig. 7 Spherical CCD region, prediction variance, and confidence ellipse. (a) Low level of uncertainty on response surface coefficients. (b) Optimum
uncertainty based on a larger experimental error (MSE). Source: own authors
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In manufacturing studies, the surface roughness is frequently
used to define the quality of manufactured items [67, 78]. Bajíc
et al. [79] stated that “[...] the major indicator of surface quality
on machined parts is surface roughness.” However, many other
aspects can also be used to represent the quality of the machin-
ing process, such as the wear and the tool life, the cutting forces
and the cutting temperature, and the properties of the chip [80].

For the optimization stage, when addressed together, these
aspects configure the multiobjective problems, by converting
the response variables models into objective functions, as for-
mulated by Eq. 77. According to Rao [64], the solution of
multiobjective problems reveals much higher levels of com-
plexity because “with multiple objectives, there arises a pos-
sibility of conflict [...].”

Fig. 9 Mountain analogy: the relationship between the convexity of functions, optimization direction, and experimental region constraint. Source: own
authors
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Fig. 8 Schematic illustration of the (a) duality between E[f(x)] and Var [f(x)], (b) scaled prediction variance (SPV) for different amounts of center points.
Source: own authors
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where X is the vector of factors of the experimental matrix,
f(X) is the objective function and gj(X) and lj(X) are inequality
and equality constraints, respectively.

In welding processes, for example, it is common to maxi-
mize the penetration, the area, and the bead width, and mini-
mize the reinforcement and the convexity index, concomitant-
ly [81]. In machining processes, it is common to minimize the
surface roughness, cutting time, total time, and cost, and max-
imize the material removal rate (MRR) [37]. In these cases,
the presence of multiple responses puts the optimization di-
rection as the first obstacle to conventional solutions.
According to Rao [64], “one simple way to handle the prob-
lem is to construct an overall objective function as a linear
combination of the conflicting multiple objective functions.”
Conventionally, the optimization methods propose the mini-
mization of this global function [82] as shown in Eq. 78 [64]:

f Xð Þ ¼ ∝1 f 1 Xð Þ þ ∝2 f 2 Xð Þ ð78Þ
where f(X) is the objective function resulting from the
linear combination, f1(X) and f2(X) are two distinct

objective functions, and ∝1 and ∝2 are constants denoting
the relative importance of the functions f1(X) and f2(X),
respectively.

Although this is a satisfactory solution if the models are not
correlated, Eq. 78 cannot be used if there is linear dependence
between the objective functions, because the global mathe-
matical model may present instability, overfitting and/or im-
precision [37, 83]. For this reason, multivariate techniques
have been used to obtain linearly independent functions, ca-
pable of representing correlated functions without losing their
original information [75].

To extract correlation, for instance, Purkayastha et al. [84]
applied principal component analysis (PCA) in eight models
of a chemical process. Gomes et al. [85] used PCA to analyze
four response variables obtained from the turning of AISI
12L14 steel. Routara et al. [86] examined four response vari-
ables of a grinding process of the UNS C34000 Brass alloy
based on a weighted principal component analysis (WPCA).
In all cases, uncorrelated variables were created as linear com-
posites of the original variables [87].

3 Method

This section is intended to describe the proposed method. As
mentioned previously, the objectives of this paper are as fol-
lows: (1) to provide practical guidelines and core theoretical

Fig. 10 Flowchart of the
proposed method
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principles of RSM; (2) to investigate some critical aspects of
RSM in the context of experimental studies on advanced
manufacturing technology; (3) to identify singularities of the
critical aspects studied; and (4) to raise discussions on the
usage of RSM, as well as new research opportunities for
RSM inmanufacturing. For this, the sequence of stages shown
in Fig. 10 was adopted.

Initially, a profound literature review on RSM was carried
out, addressing its core theoretical principles and practical
guidelines, as presented in Section 2. Based on this review,
the authors identified critical aspects to be considered in RSM
analysis, as detailed in Section 3.1. Then, 13 research ques-
tions were raised based on the critical aspects identified and
related hypotheses were formulated, which are described in
Section 3.2.

To answer these research questions, a bibliometric
procedure was adopted, to explore the journals that pub-
lish in the studied topic and find papers with RSM-CCD
applications, as presented in Section 3.3. Within the jour-
nal with the highest publication density on RSM-CCD,
papers were chosen and cataloged, as described in
Section 3.4.

By applying RSM guidelines to the data available in each
of the papers chosen, the research questions were answered
and the results discussed, as presented in Section 4. Finally, by
considering the practical guidelines, the core theoretical prin-
ciples and the results of this study, a typical case of
manufacturing optimization was revisited by using RSM-
CCD, as presented in Section 5.

3.1 Critical aspects

Considering the core theoretical principles and the practical
guidelines of RSM discussed in Section 2, eight critical as-
pects were chosen: three from the intersection between design
and analysis of experiments and modeling techniques—
number of control parameters, number of center points, and
regions of curvature; three from modeling techniques and op-
timization methods—convexity of the functions, optimization
direction, and correlated models; and two from optimization
methods and design and analysis of experiments—number of
response variables, and experimental region constraint, as
pointed in Fig. 11.

The justification for the choice of these eight aspects covers
several arguments, which were discussed in more details in
Section 2. Based on the existing literature, there are not
enough elements to suggest a hierarchy among them, but the
relevance of each aspect can be clearly proven in the context
of RSM. This fact highlights the importance of present study
since it intends to deal with a very little discussed topic, in-
volving the RSM scientific practice and the impacts of some
critical aspects on its analysis. Briefly, these critical aspects
were chosen for the following reasons:

a) the number of control parameters defines the experimen-
tal design structure and the universe of possibilities for
improving the process [2, 14, 38];

b) the number of center points influence the prediction var-
iance in the design center and the proper identification of

Convexity of the functions
Optimization direction
Correlated models

Number of control parameters
Number of center points
Regions of curvature

Design and 
Analysis of 
Experiments

Optimization 
Methods

Number of response variables 
Experimental region constraint

Optimization 
Methods

Modeling 
Techniques

Modeling 
Techniques

Design and 
Analysis of 
Experiments

'

Fig. 11 Detailed view of the
intersections between the
technical components and some
critical aspects of the response
surface methodology. Source:
own authors
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the regions of curvature, where there are great potentials
for process improvement [9, 55];

c) the convexity and the optimization direction of a function
allow inferring on the importance of the stationary point
in the RSM analysis; if they are compatible, the optimal is
the stationary point; if not, the optimal is a point in the
design boundary [43];

d) correlation between models can cause deformations on
the linearly combined global function such as instability,
overfitting, and inaccuracy, influencing the way of ap-
proaching multiobjective problems [37, 83];

e) the number of response variables defines the dimensions
of improvement called critical-to-quality and critical-to-
performance characteristics [40, 75];

Fig. 13 Classification of the
available papers by year
according to five categories.
Source: own authors
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Fig. 12 Number of papers published on response surfacemethodology and central composite design in the highest density journals by year. Source: own authors



f) the experimental region constraint, based on the control
parameters, is a necessary solution to deal with the

incompatibility between convexity and optimization direc-
tion, ensuring real solutions in the optimization stage [58].

Table 5 Advanced manufacturing technology applications investigated

Process Paper Brief description Paper Brief description

Machining

[93] Wire electrical discharge machining of Inconel 718 [94] End milling of Aluminum 6063 with High-speed steel (HSS) end mill
cutters

[95] Ball-burnishing crossed strategy of a 2017A-T451
aluminum alloy flat surface

[96] Hard turning of AISI 52100 steel with mixed ceramic tool

[97] Grooves into cylindrical shapes of mild steel by wire
electrochemical

Machining

[98] Nd:YAG laser drilling on austenitic stainless steel

[99] Electrochemical machining of 20MnCr5 alloy steel [100] AISI H13 hardened steel turning with PCBN wiper tool

[78] Turning of high-strength low-alloy steel AISI 4340
with multilayer coated carbide tools

[101] High-speed ball-end milling of Inconel-718 thin cantilevers

[102] 12L14 free machining steel turning process [103] Machining fixture layout for end milling operation

[104] Orthogonal machining of aluminum alloys Al2024-T3,
Al6061-T6 and Al7075-T6

[105] Wire electric discharge machining of EM 353 case-carburized steel

[106] High-speed milling of titanium alloy Ti-6Al-4V with
carbide inserts

[107] Tool design for SS 304 stainless steel magnetic abrasive finishing
(MAF)

[108] Electrical discharge machining (EDM) of an Al-Mg2Si
metal matrix composite (MMC)

[109] Electrical discharge drilling of aerospace alloys Inconel 718 Brass
(D2NiBr) and Ti-6Al-4 V

[110] Micro-rotary ultrasonic machining (μ-RUM) of
borosilicate glass BK7

[111] Abrasive waterjet turning (AWJT) of 96% alumina ceramic

[112] Drilling of ceramic materials with rotary ultrasonic
machining (USM)

[113] Grinding and polishing process for integrally bladed rotors (IBR) of
aero-engine

[114] Broaching of heat-resistant steel X12CrMoWVNb
N-10-1-1

[115] Microgrinding of nickel-based single crystal superalloy DD98

Welding

[116] Friction stir welding (FSW) of dissimilar aluminum
alloys AA6061 and AA5010

[117] Friction stir welding (FSW) of dissimilar alloys A5052H32 and
high-strength low-alloy (HSLA) steel IRS M-42-97

[118] Friction stir welding (FSW) of dissimilar aluminum
alloys AA7075-AA6061

[119] Friction stir welding (FSW) of aluminum alloys AA6061-T6

[120] Plasma arc welding (PAW) of High-strength low-alloy
(HSLA) steel

[121] Multi-pass narrow-gap laser welding with filler wire of AH32
high-strength ship steel

[122] Tungsten inert gas welding (A-TIG) of duplex stainless
steel 2205

[123] Friction welding (FW) of AISI 1020 and ASTM A536 steel joints

[124] Friction stir welding (FSW) of AA7075-T6 aluminum
alloys with preheating system

[125] Gas metal arc (GMA) welding of low carbon steel thick-walled plates.

[126] Electron beam welding of ultra-thin FeCo-V magnetic
foils

[127] Bobbin tool friction stir welding (BTFSW) of 2219-T87 aluminum
alloy

[128] Friction stir spot welding
(FSSW) of transformation-induced plasticity (TRIP)

steels
Other

[129] Pre-form design for hydro-forming of 6063-T4
aluminum alloy automotive cross members

[130] Multi-scan laser forming of AISI 304 stainless steel sheet

[131] Plastic injection molding (PIM) [132] Plasma spray coating of AISI 316 austenitic stainless steel

[133] Fiber volume fraction test
of aircraft composite structures

[134] Diffusion bonding of titanium and AA 7075 aluminum alloy
dissimilar joints

[135] Tube drawing process used to produce squared sections
from round pure copper tubes

[136] Hydro-bulging of stainless steel sheet SUS304

[137] Deep drawing of aluminum alloy AA 5754-O [138] Radial knurling connection process of assembled camshaf

[139] High-power direct diode laser (HPDDL) cladding of
ASTM A36 mild steel

[140] Hydro-forming of 780 MPa torsion beam
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3.2 Questions and hypotheses of the problem

Considering RSM as a structured method (Section 2), this
paper aims to address 13 research questions related to the eight
critical aspects presented in Section 3.1. Table 4 presents these
questions, the associated hypotheses and the sections in which
the statistical analyzes are based (fundamentals) and discussed
(results).

3.3 Search criteria and papers selection

To properly investigate the critical aspects presented in
Section 3.1, some criteria were established to search and
choose the papers. Firstly, international journals dealing with
RSM and CCD were analyzed; for this initial search, the
Scopus academic base was used because it is one of the col-
lections with the highest density of scientific papers [88, 89].
Then, the terms “response surface methodology” and “central
composite design” were defined as the search criteria in all
fields, and the search was restricted only to papers,
disregarding books and other available documents.

From 1971 to 2016, 6740 papers were found in the topic of
interest. Adding the term “manufacturing” as the third search
criterion; however, 735 papers were found between 1987 and
2016. Based on this analysis, four journals showed a density
of publications greater than 10 articles. Among them, the
International Journal of Manufacturing Technology
(IJAMT) presented the largest number of publications, sur-
passing by 74.42% the sum of papers published in the other
journals (Materials AndManufacturing Processes, Journal Of
Hazardous Materials e Bioresource Technology).

Figure 12 provides a comparison between the main
journals and allows to verify both the number of papers pub-
lished in each year and the total volume of publications by
journal. From this, it can be observed that the IJAMT has
maintained the highest density of publications since the be-
ginning of the period, contributing, fundamentally, to its per-
formance in the overall sum.

By reproducing the above analysis in the Web of Science
academic base, similar results were obtained, albeit in smaller
proportions. With the terms “response surface methodology”
and “central composite design,” 4024 publications were ob-
served between the years 1973 and 2016. Adding the term
“manufacturing,” on the other hand, this number was reduced
to only 55 published papers between 1993 and 2016.

As was the case in the Scopus collection, IJAMT also led
the volume of publications in the Web of Science with four
papers, followed by the Journal of the Taiwan Institute of
Chemical Engineers with three papers and the Bioresource
Technology, Food Chemistry and Journal of Manufacturing
Processeswith two papers each. All other sources contributed,
in isolation, with only one paper over the period.

Although a consultation on academic bases does not nec-
essarily result in all publications on the subject, most of them
tend to demonstrate a proportionality relationship. Thus, the
analysis shown in Fig. 12 is not intended to accurately indicate
the presence of only 75 articles in the history of IJAMT.
However, it seeks to illustrate the prominence of this journal,
given the difficulty in gathering all the publications related to a
particular object of study in a unique academic collection.
This fact is one of the main advantages of bibliometric re-
searches [89].

Considering that IJAMT is the biggest source of papers on
the investigated topic, the present study adopted it as the only
source for the selection of the papers, allowing a deeper un-
derstanding of its applications, as will be presented throughout
Section 4. Specifically, the terms “response surface methodol-
ogy” and “central composite design” were used as search
criteria within the IJAMT.

At the same time, it was considered a time window from
2014 to 2017, with the purpose of evaluating the latest appli-
cations of RSM with CCD in manufacturing. During this pe-
riod, 107 papers were obtained, which represent almost half of
the total IJAMT publications in the topic, whose entire collec-
tion accounts for 219 papers published between 1999 and
2017.

Chi-Square Goodness-of-Fit Test:
Variable – Number of Control Parameters

Category Observed
Test 

proportion
Expected

Contribution 
to Chi-Sq

2 2 0.2 9.8 6.2082
3 22 0.2 9.8 15.1878
4 17 0.2 9.8 5.2898
5 7 0.2 9.8 0.8000
6 1 0.2 9.8 7.9020

N DF Chi-Sq P-value
49 4 35.3878 0.000

Fig. 14 Chi-squared test result for the number of control parameters
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3.4 Cataloging and classification of the papers

Once obtained from the IJAMT online base, each paper was
cataloged and classified according to five categories, as shown
in Fig. 13. Initially, the papers which employed different pro-
posals from those ideally intended were labeled as “other type
of studies.” Despite this classification, only the paper of
Omrani et al. [90] was classified in this category, since the
authors carried out a literature review instead of an experimen-
tal study.

In the same way, some studies did not use RSM, although
they have performed processes optimization. Most of them
applied Taguchi’s method [16, 91], and one paper used a fac-
torial design to determine the parameters of greatest influence
on a drilling process [92]; these cases were classified as “other
experimental methods.”

Despite this, most of the accessed papers employed the
RSM. When not using a CCD, the papers were labeled as
“RSM without CCD.” On the other hand, when using
RSM-CCD (the applications of interest), the papers were
divided into “analyzed works” and “unanalyzed works.”
In all, from 81 publications that effectively applied the
RSM with CCD, 49 papers were analyzed, from which
12 were published in 2014, 12 in 2015 and 17 in 2016,
maintaining a proportion of analysis around 60% of the
available databases in these years. In 2017, 9 papers were
analyzed, accounting for 75% of the papers available. In
percental terms, 60.49% of the papers published between
2014 and 2017 were analyzed. As shown in Fig. 13, the
present study did not analyze the papers published in
2018, considering that the base has not yet been consoli-
dated and proportions cannot be well defined.

Table 6 Test for the proportion of experiments compatible with standard values by type of points and number of control parameters (CP)a

Standard 2014 2015 2016 2017 Total

Experiments N fo N fo N fo N fo N fo P = fo/
N

95% lower limit p value

Total

2a (CP) 13 0 0 0 0 2 2 0 0 2 2 1.000 0.223607 0.250

3 20 5 3 3 1 6 5 5 3 19 12 0.632 0.418064 0.180

4 31 4 1 4 1 5 2 3 2 16 6 0.375 0.177766 0.895

5 52 2 1 0 0 1 0 0 0 3 1 0.333 0.016952 0.875

Total 40 21 0.525 0.384797 0.437

Factorial

2 (CP) 4 0 0 0 0 2 2 0 0 2 2 1.000 0.223607 0.250

3 8 5 5 3 3 6 6 5 5 19 19 1.000 0.854131 0.000

4 16 4 4 4 4 5 5 3 3 16 16 1.000 0.829250 0.000

5 32 2 2 0 0 1 1 0 0 3 3 1.000 0.368403 0.125

Total 40 40 1.000 0.927842 0.000

Center

2b (CP) 5 0 0 0 0 2 2 0 0 2 2 1.000 0.223607 0.250

3 6 5 3 3 1 6 5 5 3 19 12 0.632 0.418064 0.180

4 7 4 1 4 1 5 2 3 2 16 6 0.375 0.177766 0.895

5 10 2 1 0 0 1 0 0 0 3 1 0.333 0.016952 0.875

Total 40 21 0.525 0.384797 0.437

Axial

2 (CP) 4 0 0 0 0 2 2 0 0 2 2 1.000 0.223607 0.250

3 6 5 5 3 3 6 6 5 5 19 19 1.000 0.854131 0.000

4 8 4 4 4 4 5 5 3 3 16 16 1.000 0.829250 0.000

5 10 2 2 0 0 1 1 0 0 3 3 1.000 0.368403 0.125

Total 40 40 1.000 0.927842 0.000

a In this analysis, it was considered only the papers based on full factorial designs without replicates, given the comparison with the standard values
discussed in Sections 2.2 and 2.3
bDue to the lower density of publications, categories with two or five control parameters did not present satisfactory results
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4 Results and discussions

4.1 Main observations and papers description

In this study, different applications of RSM on advanced
manufacturing technology were analyzed. Although this field
involves a large number of industrial processes, the present
analysis uses this terminology only to address papers pub-
lished in the IJAMT. In other words, since this research per-
forms an exploratory study involving critical aspects of RSM,
this paper does not cover all existingmanufacturing processes.

However, several applications are investigated, including
machining, welding, deep drawing, tool design, hydro-
forming, tube drawing, and other processes. Table 5 presents
the main catalytic information of the analyzed papers, associ-
ating the type of the manufacturing process, the reference
number, and a brief description of the process.

4.2 Data collection and analysis of the critical aspects

In this section, the main contributions of the present study are
presented. In order to correctly address the questions and hy-
potheses of the problem raised in Section 3.2, this section was

divided into four parts, through which all the results are
discussed.

4.2.1 Control parameters

The number of control parameters used in each of the papers
was investigated; firstly, the papers were categorized into the
interval from two to six control parameters, which corre-
sponds, respectively, to the minimum and the maximum num-
bers of control parameters found in the analysis.

Then a chi-square goodness of fit test for the number of
control parameters was performed as shown in Fig. 14. As
can be seen, a significant difference was observed be-
tween the testing categories (p value = 0.000), which
means that there are preponderances of certain quantities
of control parameters. In specific terms, (a) most
manufacturing processes have three or four control param-
eters, and (b) it is unusual a manufacturing process con-
trolled by two or more than five parameters.

This result confirms the first hypothesis raised in
Section 3.2 (H1), which stated that most manufacturing pro-
cesses have a number of control parameters equal to or less
than five. This thesis is also corroborated through a more

Table 7 Median and interquartile range (IQR) for the number of experiments used in the analyzed works by point typology and number of control
parameters (CP)

Experiments Standard 2014 2015 2016 2017 Total

N Median IQR N Median IQR N Median IQR N Median IQR N Median IQR

Totala

2 (CP) 13 0 – – 0 – – 2 13 – 0 – – 2 13 –

3 20 5 20 4.00 3 18 4.00 6 20 0.75 5 20 1.50 19 20 2.00

4 31 4 30 0.75 2 28.5 4.50 5 30 6.00 3 31 1.00 14 30 3.25

5 52 2 51 – 0 – – 1 43 – 0 – – 3 50 9.00

Factoriala

2 (CP) 4 0 – – 0 – – 2 4 – 0 – – 2 4 –

3 8 5 8 0.00 3 8 0.00 6 8 0.00 5 8 0.00 19 8 0.00

4 16 4 16 0.00 2 16 0.00 5 16 0.00 3 16 0.00 14 16 0.00

5 32 2 32 – 0 – – 1 32 – 0 – – 3 32 0.00

Center

2 (CP) 5 0 – – 0 – – 2 5 – 0 – – 2 5 –

3 6 5 6 4.00 3 4 4.00 6 6 0.75 5 6 1.50 19 6 2.00

4 7 4 6 0.75 2 4.5 4.50 5 6 6.00 3 7 1.00 14 6 3.25

5 10 2 9 – 0 – – 1 1 – 0 – – 3 8 9.00

Axial

2 (CP) 4 0 – – 0 – – 2 4 – 0 – – 2 4 –

3 6 5 6 0.00 3 6 0.00 6 6 0.00 5 6 0.00 19 6 0.00

4 8 4 8 0.00 2 8 0.00 5 8 0.00 3 8 0.00 14 8 0.00

5 10 2 10 – 0 – – 1 10 – 0 – – 3 10 0.00

a In this analysis, it was considered only the papers based on full factorial designs without replicates, given the comparison with the standard values
discussed in Sections 2.2 and 2.3
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detailed analysis, since, although Aggarwal et al. (2015) were
the only to use six control parameters; the authors identified

that only four were significant, further highlighting the central
categories of Fig. 14.

Table 8 Hypothesis tests for the number of papers in each category of response variables by manufacturing process

Response variables 2014 2015 2016 2017 Total

N1 N2 N3 N4 N P Stat.a p value

Total
Test 1b

1 3 3 9 3 18 0.37 – –
2 4 2 2 2 10 0.20 – –
3 3 3 3 2 11 0.22 – –
4 2 3 1 2 8 0.16 – –
5 0 0 0 0 0 0.00 – –
6 0 1 1 0 2 0.04 – –
Total 12 12 16 9 49 1.00 26.061 0.000

Test 2c

1 3 3 9 3 18 0.37 – –
MVR (> 1)d 9 9 7 6 31 0.63 – –
Total 12 12 16 9 49 1.00 – 0.043

Machining
Test 1
1 2 2 3 1 8 0.35 – –
2 3 2 0 0 5 0.22 – –
3 2 3 0 2 7 0.30 – –
4 0 2 0 1 3 0.13 – –
5 0 0 0 0 0 0.00 – –
6′ 0 0 0 0 0 0.00 – –
Total 7 9 3 4 23 1.00 15.348 0.009

Test 2
1 2 2 3 1 8 0.16 – –
MRV (> 1) 5 7 0 3 15 0.65 – –
Total 7 9 3 4 23 1.00 – 0.105

Welding
Test 1
1 0 0 3 1 4 0.29 – –
2 1 0 0 2 3 0.21 – –
3 0 0 2 0 2 0.14 – –
4 2 0 0 1 3 0.21 – –
5 0 0 0 0 0 0.00 – –
6 0 1 1 0 2 0.14 – –
Total 3 1 6 4 14 1.00 4.000 0.549

Test 2
1 0 0 3 1 4 0.29 – –
MRV (> 1) 3 1 3 3 10 0.71 – –
Total 3 1 6 4 14 1.00 – 0.090

Other processes
Test 1
1 1 1 3 1 6 0.50 – –
2 0 0 2 0 2 0.17 – –
3 1 0 1 0 2 0.17 – –
4 0 1 1 0 2 0.17 – –
5 0 0 0 0 0 0.00 – –
6 0 0 0 0 0 0.00 – –
Total 2 2 7 1 12 1.00 12.000 0.035

Test 2
1 0 0 3 1 4 0.50 – –
MRV (> 1) 3 1 3 3 10 0.50 – –
Total 2 2 7 1 12 1.00 – 0.927

a Test statistic: test 1, χ2 ; test 2, Z
b Chi-square goodness of fit test
c Tests for one proportion
dMRV, multiple response variables
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4.2.2 Number of experiments and the use of factorial, axial,
and center points

To investigate the number of experimental points convention-
ally employed in RSM-CCD analysis, the papers were strati-
fied by year and number of control parameters, as shown in
Table 6. According to the formulations set out in Sections 2.2
and 2.3, Table 6 provides the standard number of experiments
calculated for each of the categories of points and number of
control parameters, and the frequency of agreement between
the papers and the standard (fo). In an attempt to obtain more
consistent conclusions, the statistical analyzes were performed
considering the total of publications and only those studies
that used FFD without replicates were considered, resulting
in 40 papers for the investigation of experimental points.

Based on the test for one proportion, there is sufficient
evidence to conclude that, in manufacturing processes, the
factorial and axial points are used according to the standard
values, independently of the number of control parameters,
which confirms the second hypothesis raised in Section 3.2
(H2). This fact can be verified by comparing the observed
frequency with the number of papers analyzed in each cate-
gory, resulting in p values less than 5% for three and four
control parameters (Table 6). Moreover, since in all categories
there was full correspondence with values proposed in the
literature, it is expected to obtain the same statistical demon-
stration for a larger amount of papers in the categories with
two and five control parameters.

Table 7 reinforces these conclusions in terms ofmedian and
interquartile range (IQR), revealing that every component of
variation in the total number of experiments comes from the
use of center points (IQR not equal to 0.00). For instance,
when evaluating papers with three control parameters, it was
observed a median and an IQR of six and two center points,
respectively. Similarly, for four parameters, it was observed a
median of six and an IQR of 3.25 center points.

In the case of center points, however, there is insufficient
evidence (p value = 0.437) to guarantee that most of the papers
use the standard number of center points, although this occurs
for factorial and axial points. Thus, the third hypothesis raised
in Section 3 (H3) is rejected, that is, at the level of 95% con-
fidence, it is shown that the percentage of publications that
preserve the standard number of center points does not exceed
50%.

4.2.3 Response variables and correlated models

From the 49 papers, 123 response variables were obtained,
which rise from a huge set of measurable characteristics of
manufacturing processes. In machining processes, for exam-
ple, surface roughness [106], cutting forces [96], MRR [108],
chip thickness [104], hole taper [98], cantilever deflection
[101], maximum deformation [103] were found.

In welding processes, for instance, depth of penetration
[122], fracture stress [126], microhardness [124],

Test and CI for one proportion: 
Test for p = 0.60 vs p > 0.60

Sample X N Sample p
Lower 

Limit 95%
1 92 128 0.718750 0.646063

P-value: 0.000

Power and Sample Size:
tested p = 0.60 (vs > 0.60)

Sample
Comparison 

p
Size Power

1 0.718750 128 0.884134
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Fig. 16 Correlations observed between response surface models
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thermomechanically affected zone [128], tensile strength
[116], and impact toughness [119] were found.

In the other processes, the measured characteristics were
even more diverse, ranging from pressure in a hydro-bulging
process [136] to oxidant percent in a plasma spray coating
process [132].

Response variables To test the fourth hypothesis raised in
Section 3.2 (H4), the investigated papers were classified ac-
cording to the number of response variables. Considering the
minimum and maximum numbers of response variables, six
categories were established, as shown in Table 8. The papers
were also organized according to the main manufacturing pro-
cesses identified: manufacturing (23 papers) and welding pro-
cesses (14 papers). The other processes, which account for 12
of the 49 papers, were grouped into a separate category.

Table 8 also shows the chi-square goodness of fit tests and
the tests for proportions of response variables in each catego-
ry. To determine the most used number of variables, four tests,
identified as test 1 (chi-squared tests), were performed. To
verify if most of the papers measure multiple response vari-
ables, four other tests, indicated by test 2 (tests for propor-
tions), were carried out. In all, eight tests were performed,
considering the types of manufacturing processes and the total
number of papers. With the application of test 1, it is observed,
at a 95% level of confidence, that there is a significant differ-
ence between the numbers of variables measured in the papers
investigated. This is demonstrated by a chi-squared statistic of

26.061 and a p value of 0.000. In specific terms, this is due to
machining processes (p value = 0.009) and the other
manufacturing processes (χ2 = 12.000 and p value = 0.035),
in which the same conclusions are observed.

In an overall analysis, therefore, it can be said that the
category of papers that only measure one response variable
represents, on an individual basis, most of the investigated
papers. However, in aggregate terms, there is a significant
preponderance of multiple response variables, as demonstrat-
ed with test 2 (Table 8). In other words, at a 95% level, there is
enough evidence to infer that the proportion of papers that
measure multiple response variables is more than 50% of the
total of papers (63.27% in punctual terms). This result con-
firms the fourth hypothesis raised in Section 3.2 (H4) and
preliminarily indicates the relevance of multivariate methods
for manufacturing studies.

Correlated models In “Response Variables” section, the usage
of multiple response variables has been shown to be recurrent
in the investigations, confirming one of the hypotheses raised
in Section 3.2. As mentioned previously, this result advocates
the importance of multivariate techniques. However, in isola-
tion, it does little to counter traditional multiobjective optimi-
zation, in which a single global function is minimized in the
presence of convenient constraints, as discussed in
Section 2.5.

In this sense, considering that this global function presup-
poses linear independence between the original functions, a

Test and CI for one proportion: 
Test for p = 0.57 vs p > 0.57

Sample X N Sample p
Lower 
Limit 
95%

1 74 107 0.691589 0.610059
P-value: 0.006

Power and Sample Size:
tested p = 0.57 (vs > 0.57)

Sample
Comparison 

p
Size Power

1 0.691589 107 0.831492

Fig. 17 One proportion test result for the models fitted in regions of curvature
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fifth hypothesis was raised (H5), inferring on the fraction of
models that present significant correlation. Then, to test H5,
the Pearson correlation analyses were performed for each pair
of models by paper.

As a result, 128 pairs of models were evaluated, of which
92 revealed significant correlation; from this, a test for one
proportion was performed. With 95% confidence and power
of 88.41%, it was verified that more than 60% of the pairs of
models are correlated (p value = 0.000), reaching, in specific
terms, 71.88% of the sample. Figure 15 details these results,
confirming the fifth hypothesis raised in Section 3 (H5).

The overall result of the correlation analysis is shown in
Fig. 16, where the magnitude of the correlation between the
pairs and their significance levels are presented by investigat-
ed paper. To illustrate this result, some examples can be cited,
since most of the investigated models exhibited a significant

correlation. For instance, the tensile strength was highly cor-
related to hardness in the works of Ahmadnia et al. [116] and
Safeen et al. [119], which investigated friction stir welding of
aluminum alloys. This relationship was also obtained in the
work of Pakseresht et al. [132], who investigated a plasma
spray coating process.

Similarly, the surface roughness in any region of small
beams presented a significant correlation with the cantilever
deflection when subjected to the drilling process carried by
Sonawane and Joshi [101]. In the work of Amdouni et al. [95],
however, the average surface roughness was correlated to
nano-hardness, measured in the ball-burnishing process of
aluminum alloy 2017A-T451.

In the turning process analyzed by Daoud et al. [104], the
cutting force showed high correlation with the chip thickness
for the three investigated aluminum alloys (Al2024-T3, ρ =

Tabulated Statistics: Curvature; Convexity

Rows: Curvature   Columns: Convexity

Concave Convex Saddle All
Without 

curvature
1a 0 31 32

5.736 1.208 25.057
3.910 1.208 1.410

With 
curvature

18 4 52 74

13.264 2.792 57.943
1.691 0.522 0.610

All 19 4 83 106b

Cell 
Contents:

Count

Expected count
Contribution to Chi-square

Chi-Square Pearson = 9.350; DF = 2; P-Value = 0.009

Likelihood Ratio Chi-Square = 12.314; DF = 2; P-Value = 0.002

Fig. 18 Chi-squared test result for
the association between
rotatability and convexity
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0.985; Al6061-T6, ρ = 0.980; Al7075-T6, ρ = 0.992). In the
study of Hosseinzadeh and Mouziraji [130], however, the cut-
ting force showed no significant correlation with any of the
models of the tube drawing process.

A similar case occurred between the works of Yilmaz et al.
[109] and Hourmand et al. [108]. On the one hand, the work of
Yilmaz et al. [109] revealed a high correlation between mate-
rial removal rate (MRR) and electrode wear rate (EWR), when
investigating the electrical discharge drilling of aerosol alloys
IN 718 (D2NiBr). On the other hand, however, the work of
Hourmand et al. [108] showed a non-significant correlation
between the same responses when studying an electrical dis-
charge machining (EDM) of Al-Mg2Si metal matrix compos-
ite (MMC).

4.2.4 Curvature, convexity, and optimization direction

In the last sections, conclusions were drawn about the typical
number of control parameters and response variables and the
magnitude of correlations between models. The present

section explores some of the statistical assumptions of the
RSM raised in Sections 2.2 and 2.5. For this, 123 models were
investigated regarding curvature, convexity, and optimization
direction.

Regions of curvature In some particular cases, it was not pos-
sible to determine the existence of curvature in the experimen-
tal regions. This was due to the use of only one center point
[135, 137, 139], to the obtaining of identical responses at the
design center [102, 131], and to the hiding of data in some of
the investigate studies [111, 114]. Then, disregarding 16 re-
sponse variables, curvature tests were performed for 107
models.

Based on the test for one proportion provided by Fig. 17, it
can be demonstrated, with 95% confidence and power of ap-
proximately 83.15%, that over 57% of the manufacturing
models are fitted in regions of curvature (p value = 0.007),
representing 69.16% of the sample.

Although these results prove, statistically, the sixth hypoth-
esis raised in Section 3 (H6), the obtained results indicate that

Chi-Square Goodness of Fit Test:
Variable – Number of Models

Category Observed
Test 

proportion
Expected

Contribution 
to Chi-Sq

Concave 21 0.333333 40.6667 9.5109
Convex 5 0.333333 40.6667 31.2814
Saddle 96 0.333333 40.6667 75.2896

N DF Chi-Sq P-value
122 2 116.082 0.000

Fig. 19 Chi-square test result for
the number of models in each
category of convexity
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there is still a large number of models fitted in regions without
curvature. In other words, a little more than 30% of the func-
tions are fitted in flat regions, where, according to the litera-
ture, the second-order models are not appropriate [2, 9, 38].

By investigating these functions in detail, it can be ob-
served that almost all the models fitted in regions without
curvature are saddle-shaped. That is, with the exception of
the paper of Zhao et al. [127], which fitted a concave function,
31 of the 32 models of this category (96.86%) are saddle-
shaped.

Furthermore, the model of Zhao et al. [127] belongs to a
special class of convexity called rising ridge, in which the
stationary point is not close to the design center [9]. That is,
although the function has a maximum point, it does not reveal
itself at all as a concave function, as formally defined in
Section 2.3. It is suspected, therefore, that the fitting of models
in regions without curvature presupposes the obtaining of
some distortion, characterized, in general, by saddles.

To test this hypothesis, an association analysis between
curvature and convexity was performed, as shown in Fig.
18. With the application of the chi-squared Pearson and like-
lihood ratio chi-squared tests, a significant association be-
tween curvature and convexity can be proven (the chi-
squared Pearson p value = 0.009, likelihood ratio chi-
squared p value = 0.002).

Likewise, when performing a test for one proportion, it was
verified, with power of 83.15% and significance level of 5%,

that the proportion of saddled-shaped functions corresponds to
more than 83% of the models estimated in flat regions (p
value = 0.019), confirming the seventh hypothesis raised in
Section 3.2 (H7).

This conclusion is compatible with the core principles
set forth in the literature since the non-existence of curva-
ture presupposes only two options. On one hand, the
curve region should be explored by applying methods of
identification of the stationary point, such as SAM [2]. On
the other, a first-order model should be fitted [9], as was
the case in [78].

Convexity analysis In the convexity analyzes, 122 models
were investigated, since one of the 123 models had to be
excluded because the authors fitted a first-order model [78],
as mentioned in “Regions of curvature” section. Three studies
presented inconsistent models, by removing the main factors
and preserving their interactions or quadratic terms [101, 119,
129]. In these cases, the hierarchy principle was not respected,
since, in the absence of the main factors, all associated terms
should be equally removed [9].

As a solution, for these papers, full quadratic models were
adopted, in order to support accurate convexity analyzes. For
the works of Ayyappan and Sivakumar [99], Huang et al.
[137], Pakseresht et al. [132] and Yilmaz et al. [109], in which
the models for the response variables were not provided, this
procedure was also adopted. Then based on the original data

Test and CI for one proportion: 
Test for p = 0.68 vs p > 0.68

Sample X N Sample p
Lower 
Limit 
95%

1 74 122 0.786885 0.716819
P-value: 0.006

Power and Sample Size:
tested p = 0.68 (vs > 0.68)

Sample
Comparison 

p
Size Power

1 0.786885 122 0.833574

Fig. 20 One proportion test result for saddle-shaped models
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set presented by the authors, for each response variable, a
model was fitted.

For the study of Lotfi and Nourouzi [124], who added
interactions between main factors and quadratic terms in the
model, only the conventional terms were adopted for convex-
ity analysis, so that there was no harm to the present study.

As can be seen in Fig. 19, an expressive portion of the
analyzed models revealed saddle shape; in absolute terms,
this represents 96 models out of 122. With the application
of a chi-square goodness of fit test (also shown in Fig.
19), it can be demonstrated, with 95% confidence, that the
proportion of saddle-shaped models exceeds the propor-
tion of concave and convex functions individually; how-
ever, the convex functions were very uncommon, contrib-
uting with only five models.

When considering both the number of concave and convex
models, this thesis is again confirmed. As shown in Fig. 20, by

applying a test for one proportion, it is proven, at a 5% level
and power of 0.8336, that the occurrence of saddle-shaped
functions exceeds 68% of the models, reaching, in relative
terms, 78.69% of the sample, thus confirming the eighth hy-
pothesis raised in Section 3 (H8).

A credible explanation for this expressive occurrence of
saddles in manufacturing processes was presented in
“Regions of curvature” section when it was found that 31 of
the 92 saddle-shaped models were fitted in flat regions.
However, even in regions with significant curvature, saddle-
shaped models were dominant.

Considering these results, the present paper has raised
some related hypothesis. Firstly, it was hypothesized that
changes in axial points could lead to distortions in the
estimated models, since they allow more adequate esti-
mates of the coefficients of the quadratic terms, as de-
scribed in Section 2.2.

Tabulated Statistics: Rotatability; Convexity

Rows: Preserved Rotatability?   Columns: Convexity

Concave Convex Saddle All
No 5 2 27 34

8.270 1.838 23.892
1.293 0.014 0.404

Yes 13 2 25 40
9.730 2.162 28.108
1.099 0.012 0.343

All 18 4 52 74

Cell 
Contents:

Count

Expected count
Contribution to Chi-square

Chi-Square Pearson = 3.167; GL = 2; P-Value = 0.205
Likelihood Ratio Chi-Square = 3.273; GL = 2; P-Value = 
0.195

Fig. 21 Chi-squared test result for
the association between
rotatability and convexity
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Then, to test this hypothesis (H9), the models were inves-
tigated according to the presence or the absence of rotatability.
For this, the convexity analysis was performed distinguishing
studies that altered the standard distance to the axial points
(absence of rotatability) of those who preserved it (presence
of rotatability).

As presented in Fig. 21, by performing a new test of
association, it is demonstrated, at a 5% level, that there
is insufficient evidence to suppose a relationship between
convexity and rotatability (in any of the tests, the p-
values were higher than 5%; the chi-squared Pearson,
p value = 0.205; likelihood ratio chi-squared, p value =
0.195). That is, the expressive occurrence of saddles in
the investigated models does not depend on the design

rotatability, which refutes the ninth hypothesis raised in
Section 3.2 (H9).

In a way, this finding reduces the impacts of the usage of
face-centered central composite design (FCCD) or selective
modifications in the axial points, as it was found in the paper
of Hassan et al. [133], for example. From another perspective,
however, this conclusion widens the horizons of analysis, pro-
viding indications that this may be due to the exclusion of
coefficients rather than less precise estimates, as initially
proposed.

Despite this hypothesis (H10), no evidence was found that
the terms used in the models have a real influence on the
occurrence of saddles. As shown in Fig. 22, with 95% confi-
dence, the null hypothesis cannot be refuted, indicating there

Tabulated Statistics: Model type; Convexity

Rows: Model Columns: Convexity

Concave Convex Saddle All
Full Model 14 3 29 46

11.189 2.486 32.324
0.7061 0.1061 0.3419

Reduced 
Model

4 1 23 28

6.811 1,514 19.676
1.1600 0.1742 0.5617

All 18 4 52 74

Cell 
Contents:

Count

Expected count
Contribution to Chi-
square

Chi-Square Pearson = 3.050; GL = 2; P-Value = 0.218

Likelihood Ratio Chi-Square = 3.202; GL = 2; P-Value = 0.202

Fig. 22 Chi-squared test result for
the association between model
type and convexity
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is no significant association between model type and
convexity.

On the other hand, all the 18 concave functions, fitted in
regions with significant curvature, were modeled by full qua-
dratic models (with or without interactions). Then, although it
was found no explanation for the occurrence of saddles ac-
cording to convexity, there seems to be some relationship
between the fit of concave functions and the use of models
containing all quadratic terms.

As can be seen in the analysis provided in Figs. 23 and 14
of the 18 concave, models were obtained by preserving all
terms. With the application of a likelihood ratio chi-squared
test for one proportion, it was observed that, at a 5% signifi-
cance level and power of 80.41%, more than 50% of the

concave functions come from full quadratic models, which
confirms the tenth hypothesis raised in Section 3.2 (H10).

Optimization direction In this section, all analyses involving
the optimization directions of the investigated functions are
discussed. For this, each of the 123 models was classified
according to four categories, namely minimization, maximi-
zation, target, and not identified, which refers to the papers
that did not present the optimization direction, resulting in
some exclusions.

These exclusions account for the 10 models in the follow-
ing 7 papers: [97] – 01, [98] – 02, [125] – 01, [129] – 01, [137]
– 02, [136] – 02, and [140] – 01. The other 113 models were
considered in the analysis, as shown in Fig. 24, which pro-
vides an overview of the models according to the optimization
direction, revealing the small number of models to which tar-
get values were assigned.

In these cases, the authors did not propose classical optimi-
zation directions but optimized some functions toward specif-
ic values. Hashmi et al. [106], for instance, set a target value
for surface roughness, rather than minimizing it, like most of
the evaluated studies [78, 115]. Similarly, Hassan et al. [133]
set a target value for the fiber volume fraction of aircraft com-
posite structures.

As evidenced by Fig. 25, with the application of a chi-
square goodness of fit test, at a 5% level, no significant differ-
ence was found between the numbers of maximized and min-
imized models, proving that, in the manufacturing processes,

Test and CI for one proportion: 
Test for p = 0.50 vs p > 0.50

Sampl
e

X N Sample p
Lower Limit 

95%
1 14 18 0.777778 0.561117

P-value: 0.015

Power and Sample Size:
tested p = 0.5 (vs > 0.5)

Sample
Comparison 

p
Siz
e

Power

1 0.777778 18
0.80414

2

Fig. 24 Distribution of themodels according to the optimization direction
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Chi-Square Goodness of Fit Test:
Variable – Number of Models

Category Observed
Test 

proportion
Expected

Contribution 
to Chi-Sq

Maximization 52 0.5000 54.5000 0.114679
Minimization 57 0.5000 54.5000 0.114679

N DF Chi-Sq P-value
109 1 0.229358 0.632

Fig. 25 Chi-squared test result for
the number of models in each
category of convexity

Fig. 26 Convexity of the studied
models according to the
optimization direction
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there is no dominance of one of the optimization directions,
which confirms the eleventh hypothesis raised in Section 3.2
(H11).

In a compatibility analysis, the optimization direction and
the convexity of the observed models were evaluated mutual-
ly. As can be seen in Fig. 26, only 14 models have convexity
compatible with the optimization direction. By applying the
test for one proportion, it is verified, with 95% confidence and
97.17% power, that more than 78% of the models in
manufacturing processes have convexity incompatible with
the desired optimization direction (p value = 0.007), reaching,

in relative terms, 87.61% of the sample and, therefore, refuting
the twelfth hypothesis raised in Section 3 (H12).

In spite of this, it was observed that only one paper makes
clear the usage of the experimental region constraint for opti-
mization [102]. This finding refutes the thirteenth hypothesis
(H13) and provides insights for a relevant discussion, intro-
duced in Section 2.4. That is, since most models do not have
compatibility between convexity and optimization direction,
most of the papers should use the experimental region con-
straint for process optimization.

5 Hardened steel turning with PCBN wiper
tool revisited

This section revisits a typical case of manufacturing process
optimization by using RSM, considering the precepts
discussed throughout this work. Using data available in one
of the applications of Section 4.1, RSM was reproduced ac-
cording to the roadmap of Fig. 2, presented in Section 2.1. In
each of the steps, the critical aspects raised in Section 2, under
a theoretical approach, and investigated in Section 4, under
empirical analysis were discussed.

For this discussion, Rocha et al. [100] were chosen among
the investigated papers for the following reasons: (a) the au-
thors studied a manufacturing process controlled by three pa-
rameters, which, as demonstrated in Section 4.2.1, consists of
the most common quantity of parameters in manufacturing
processes; (b) the number of center points has been reduced,
which, as demonstrated in Section 4.2.2, is a common prac-
tice; (c) the authors measured multiple response variables
(three), which, as presented in “Response Variables” section,
recurrently occurs; (d) significant correlation was observed
between some of the estimated models, which, as shown in
“Correlated Models” section, frequently occurs in these types
of studies; (e) all the models were estimated in regions with
curvature, which normally occurs, as shown in “Regions of
curvature” section (69.16% of models are estimated in regions
with curvature and 30.89% are estimated in regions with no
curvature); (f) all the models presented a saddle format, which
typically occurs with manufacturing processes response sur-
facemodels, as presented in “Convexity Analysis” section; (g)
the authors proposed both minimization and maximization
optimization directions, which indeed occur with identical
proportions in the investigated literature (50% max and 50%
min), as demonstrated in “Optimization Direction” section;
and (h) because of the findings of items 6 and 7, all models
present a conflict between convexity and optimization direc-
tion, which, as proved in “Optimization Direction” section,
occurs in more than 75% of cases.

Step 1: identify control parameters and other influencing
factors on the process

Table 10 Factorial process investigated. Adapted from Campos [141]
and Rocha et al. [100]

N Levels of the parameters

Cutting speed Feed rate Depth of cut

Vc F D

(m/min) (mm/rev) (mm)

Cod. Decod. Cod. Decod. Cod. Decod.

Factorial points

1 − 1.00 100 − 1.00 0.10 − 1.00 0.15

2 1.00 225 − 1.00 0.10 − 1.00 0.15

3 − 1.00 100 1.00 0.22 − 1.00 0.15

4 1.00 225 1.00 0.22 − 1.00 0.15

5 − 1.00 100 − 1.00 0.10 1.00 0.33

6 1.00 225 − 1.00 0.10 1.00 0.33

7 − 1.00 100 1.00 0.22 1.00 0.33

8 1.00 225 1.00 0.22 1.00 0.33

Center points

9 0.00 162.5 0.00 0.16 0.00 0.24

10 0.00 162.5 0.00 0.16 0.00 0.24

11 0.00 162.5 0.00 0.16 0.00 0.24

12 0.00 162.5 0.00 0.16 0.00 0.24

13 0.00 162.5 0.00 0.16 0.00 0.24

Table 9 Levels of the selected parameters. Adapted fromCampos [141]
and Rocha et al. [100]

Coded level Control parameters

Cutting speed Feed rate Depth of cut
Vc f d
(m/min) (mm/rev) (mm)

1.682 267.62 0.26 0.39

1.000 225.00 0.22 0.33

0.000 162.50 0.16 0.24

− 1.000 100.00 0.10 0.24

− 1.682 57.38 0.06 0.09
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As shown in Section 2.1, the determination of the control
parameters of a process can be accomplished through explor-
atory experiments or from previous experience, which can be
reached by appropriate literature reviews. In this case of study,
Rocha et al. [100] did not detail how the main control param-
eters and their respective levels were defined. Table 9 shows
the levels of each parameter used by the authors.

As can be seen in Table 9, at the factorial points, the cutting
speed varies from 100 to 200 m/min, the feed rate varies from
0.10 to 0.22 mm/rev, and the depth of cut ranges from 0.24 to

0.33 mm. At the center points, the cutting speed is 162.50 m/
min, the feed rate is 0.16 mm/rev, and the depth of cut is
0.24 mm, which correspond to the midpoints of levels + 1
and − 1 of each control parameter.

At the axial points, placed at a distance of 1.682 according
to Eq. 3 with k = 3, one can obtain cutting speeds of 57.38 and
267.62 m/min, feed rates of 0.06 and 0.26 mm/rev, and depths

Table 11 Response variables
measured according to a factorial
design with centers points.
Adapted from Campos [141] and
Rocha et al. [100]

N Levels of the parameters Response variables

Cutting speed Feed rate Depth of cut Tool
life

Surface
roughness

Productivity

Vc f D T Ra MRR/Fc

(m/min) (mm/rev) (mm) (min) (μm) (cm3/
N min)

Cod. Decod. Cod. Decod. Cod. Decod. – – –

Factorial points

1 − 1.00 100 − 1.00 0.10 − 1.00 0.15 70.00 0.13 0.00438

2 1.00 225 − 1.00 0.10 − 1.00 0.15 35.00 0.09 0.01416

3 − 1.00 100 1.00 0.22 − 1.00 0.15 57.00 0.52 0.00778

4 1.00 225 1.00 0.22 − 1.00 0.15 32.50 0.26 0.03115

5 − 1.00 100 − 1.00 0.10 1.00 0.33 67.00 0.14 0.00739

6 1.00 225 − 1.00 0.10 1.00 0.33 33.00 0.12 0.03011

7 − 1.00 100 1.00 0.22 1.00 0.33 55.00 0.48 0.01634

8 1.00 225 1.00 0.22 1.00 0.33 31.50 0.45 0.06725

Center points

9 0.00 162.5 0.00 0.16 0.00 0.24 46.50 0.15 0.01871

10 0.00 162.5 0.00 0.16 0.00 0.24 45.50 0.16 0.01881

11 0.00 162.5 0.00 0.16 0.00 0.24 47.50 0.14 0.01877

12 0.00 162.5 0.00 0.16 0.00 0.24 47.00 0.17 0.01888

13 0.00 162.5 0.00 0.16 0.00 0.24 46.50 0.16 0.01869

Table 13 Curvature test for surface roughness (Ra)

Source DF Adj SS Adj MS F value p value

Model 8 0.273049 0.034131 262.55 0.000

Linear 3 0.208937 0.069646 535.74 0.000

Vc 1 0.015313 0.015313 117.79 0.000

F 1 0.189112 0.189112 1454.71 0.000

D 1 0.004512 0.004512 34.71 0.004

2-way interactions 3 0.015938 0.005313 40.87 0.002

Vc*f 1 0.006613 0.006613 50.87 0.002

Vc*d 1 0.007813 0.007813 60.10 0.001

f*d 1 0.001512 0.001512 11.63 0.027

3-way interactions 1 0.005512 0.005512 42.40 0.003

Vc*f*d 1 0.005512 0.005512 42.40 0.003

Curvature 1 0.042662 0.042662 328.17 0.000

Error 4 0.00052 0.00013

Total 12 0.273569

Table 12 Curvature test for tool life (T)

Source DF Adj SS Adj MS F value p value

Model 5 1882.61 376.52 823.64 0.000

Linear 3 1824.25 608.08 1330.18 0.000

Vc 1 1711.12 1711.12 3743.09 0.000

F 1 105.12 105.12 229.96 0.000

D 1 8.00 8.00 17.50 0.004

2-way interactions 1 55.12 55.12 120.59 0.000

Vc*f 1 55.12 55.12 120.59 0.000

Curvature 1 3.23 3.23 7.07 0.033

Error 7 3.20 0.46

Lack-of-fit 3 1.00 0.33 0.61 0.645

Pure error 4 2.20 0.55

Total 12 1885.81
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of cut of 0.09 and 0.39 mm, in the lower and higher levels
respectively.

Step 2: analyze the influence of the factors on the re-
sponses variables

In some cases, when there is no certainty about the real
influence of the factors suggested in step 1, it is necessary
to choose those that govern surely the process investigat-
ed. In Section 2.1, some typical forms of analysis were
discussed, such as the application of fractional factorial
designs or the Taguchi designs (L8, L12, etc.). Rocha

et al. [100] used the main effect plots for CCD data to
illustrate the effect of each parameter on the response
variables but should have explained why these parameters
are the most influential.

Step 3: plan the experiment according to a factorial de-
sign with center points

As discussed throughout Sections 2.2 and 2.3, the factorial
points allow the experimenter to identify the contributions of
the control parameters on the investigated responses. The cen-
ter points, in turn, have the purpose of enabling the correct
location of the regions of curvature.

In the sequential approach of RSM, the factorial and center
points are the first runs to be appreciated in the analysis.
Table 10 presents the design formed by these points in coded
(standardized values) and decoded (real values) units.

As can be seen in Table 10, Rocha et al. [100] reduced one
center point in the design from six to five. The usage of several
center points allows the experimenter to perform the curvature
test, making possible a decisive step of RSM, as will be
showed in step 5.

Step 4: carry out the experiments and measure the re-
sponse variables (data collection)

After the structuring of the experimental design, the tests
should be performed to data collection of response variables,
as discussed in Section 2.1. In Section 4.2.3, several response
variables were cited as typical outputs of manufacturing pro-
cesses. In the case of study, Rocha et al. [100] selected tool

Fig. 27 Main factorial plot for
tool life (T)

Table 14 Curvature test for productivity (MRR/Fc)

Source DF Adj SS Adj MS F value p value

Model 7 0.003028 0.000433 81.1 0.000

Linear 3 0.002484 0.000828 155.22 0.000

Vc 1 0.001425 0.001425 267.21 0.000

F 1 0.000552 0.000552 103.58 0.000

D 1 0.000506 0.000506 94.86 0.000

2-way interactions 3 0.000506 0.000169 31.6 0.001

Vc*f 1 0.000218 0.000218 40.91 0.001

Vc*d 1 0.000205 0.000205 38.4 0.002

f*d 1 0.000083 0.000083 15.48 0.011

Curvature 1 0.000039 0.000039 7.26 0.043

Error 5 0.000027 0.000005

Lack-of-fit 1 0.000027 0.000027 4500.84 0.000

Pure error 4 0.000000 0.000000

Total 12 0.003055
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life, surface roughness, and productivity as responses vari-
ables of the hardened process investigated.

Table 11 presents the factorial design with center
points of Table 10, including the responses measured in
each test. In practical terms, this means that when
performing the first experiment with a cutting speed of
100 m/min, a feed rate of 0.10 mm/rev, and a depth of
cut of 0.15 mm, the experimenter obtained a tool life of
70 min, a surface roughness of 0.13 μm, and a produc-
tivity of 0.00438 cm3/N min.

Step 5: perform curvature analysis of the experimental
region

As discussed in Section 2.2, the existence of curvature in
the experimental region is one of the main assumptions of
RSM. Despite this, only one of the studies investigated in
the present study commented on the usage of curvature tests
as part of its scope of analysis [102].

Tables 12, 13, and 14 present ANOVA-based curvature
tests for each of the responses of interest. With 95%

Fig. 29 Main factorial plot for
productivity (MRR/Fc)

Fig. 28 Main factorial plot for
surface roughness (Ra)
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confidence, one can guarantee that the experimental regions
investigated for tool life (Table 12, p value = 0.033), surface
roughness (Table 13, p value = 0.000) and productivity
(Table 14, p value = 0.043) have significant curvatures.

Figures 27, 28, and 29 illustrate the “size” of the region
of curvature for each response variable. As can be seen,
the tool life has a small curvature (Fig. 27), the surface
roughness is in a region of large curvature (Fig. 28) and
the productivity in a region of intermediate curvature
(Fig. 29). For the experimental conditions investigated,
this means that improving tool life is not too natural as
surface roughness.

Step 6A: add axial points to the experimental design

Once the condition imposed by step 5 is satisfied, the axial
points can be included in the experimental design, completing
the structuring of the CCD. As presented in Section 2.2, these
points extrapolate the levels of each factor, each one, in turn,
composing 2 × k possible combinations according to Eq. 2
which allows a better estimation of the quadratic terms in
the second-order model.

In the work of Rocha et al. [100], as k = 3, six axial points
were correctly included (as discussed in Section 2.3), with a
radius of 1.682, according to the calculation of Eq. 3. Table 15
provides the CCD, containing its three types of points.

Step 7: carry out new experiments and measure the
response variables

With the application of experimental design of Table 15,
new tests were performed to measure the response variables at
the axial points, as shown in Table 16.

In Table 16, one can see that, since at the axial points the
process is investigated under more “severe” conditions, ex-
treme values are obtained in comparison to the original data
set with factorial and center points. In the factorial design, for
instance, the highest tool lives were observed when Vc was at
100 m/min (experiments 1 and 5). However, at experiment 15,
when the Vc increased to 267.61m/min, a smaller tool life was
obtained (28.25 min).

Step 8: obtain an estimated model for each response
and analyze the models

By applying OLS, one can estimate the models for each of
the response variables measured. Tables 17, 18, and 19 pro-
vide the details of the estimated models, validated according
to R2adj values greater than 0.80.

When carrying the convexity analyses (Table 20), for all
models eigenvalues with positive and negative signals were
obtained, which indicates the occurrence of saddle-shaped
functions, as shown in Fig. 30. This finding typifies one of

Table 15 Central composite design for data collection at axial points. Adapted from Campos [141] and Rocha et al. [100]

N

Levels of the parameters Response Variables

Cutting speed Feed rate Depth of cut Tool life
Surface 

Roughness
Productivity

Vc f d T Ra MRR/Fc
(m/min) (mm/rev) (mm) (min) (µm) (cm³/N min)

Cod. Decod. Cod. Decod. Cod. Decod. - - -

Factorial points

1 -1.00 100.00 -1.00 0.10 -1.00 0.15 70.00 0.13 0.00438

2 1.00 225.00 -1.00 0.10 -1.00 0.15 35.00 0.09 0.01416

3 -1.00 100.00 1.00 0.22 -1.00 0.15 57.00 0.52 0.00778

4 1.00 225.00 1.00 0.22 -1.00 0.15 32.50 0.26 0.03115

5 -1.00 100.00 -1.00 0.10 1.00 0.33 67.00 0.14 0.00739

6 1.00 225.00 -1.00 0.10 1.00 0.33 33.00 0.12 0.03011

7 -1.00 100.00 1.00 0.22 1.00 0.33 55.00 0.48 0.01634

8 1.00 225.00 1.00 0.22 1.00 0.33 31.50 0.45 0.06725

Center points

9 0.00 162.50 0.00 0.16 0.00 0.24 46.50 0.15 0.01871

10 0.00 162.50 0.00 0.16 0.00 0.24 45.50 0.16 0.01881

11 0.00 162.50 0.00 0.16 0.00 0.24 47.50 0.14 0.01877

12 0.00 162.50 0.00 0.16 0.00 0.24 47.00 0.17 0.01888

13 0.00 162.50 0.00 0.16 0.00 0.24 46.50 0.16 0.01869

Axial points

14 -1.68 57.39 0.00 0.16 0.00 0.24

Experiments to be carried out

15 1.68 267.61 0.00 0.16 0.00 0.24

16 0.00 162.50 -1.68 0.06 0.00 0.24

17 0.00 162.50 1.68 0.26 0.00 0.24

18 0.00 162.50 0.00 0.16 -1.68 0.09

19 0.00 162.50 0.00 0.16 1.68 0.39
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Table 16 Measurement of responses of interest in the machining process according to a factorial design with center points. Adapted from Campos
[141] and Rocha et al. [100]

N Levels of the parameters Response variables

Cutting speed Feed rate Depth of cut Tool life Surface roughness Productivity

Vc F d T Ra MRR/Fc

(m/min) (mm/rev) (mm) (min) (μm) (cm3/
N min)

Cod. Decod. Cod. Decod. Cod. Decod. – – –

Factorial points

1 − 1.00 100.00 − 1.00 0.10 − 1.00 0.15 70.00 0.13 0.00438

2 1.00 225.00 − 1.00 0.10 − 1.00 0.15 35.00 0.09 0.01416

3 − 1.00 100.00 1.00 0.22 − 1.00 0.15 57.00 0.52 0.00778

4 1.00 225.00 1.00 0.22 − 1.00 0.15 32.50 0.26 0.03115

5 − 1.00 100.00 − 1.00 0.10 1.00 0.33 67.00 0.14 0.00739

6 1.00 225.00 − 1.00 0.10 1.00 0.33 33.00 0.12 0.03011

7 − 1.00 100.00 1.00 0.22 1.00 0.33 55.00 0.48 0.01634

8 1.00 225.00 1.00 0.22 1.00 0.33 31.50 0.45 0.06725

Center points

9 0.00 162.50 0.00 0.16 0.00 0.24 46.50 0.15 0.01871

10 0.00 162.50 0.00 0.16 0.00 0.24 45.50 0.16 0.01881

11 0.00 162.50 0.00 0.16 0.00 0.24 47.50 0.14 0.01877

12 0.00 162.50 0.00 0.16 0.00 0.24 47.00 0.17 0.01888

13 0.00 162.50 0.00 0.16 0.00 0.24 46.50 0.16 0.01869

Axial points

14 − 1.68 57.39 0.00 0.16 0.00 0.24 63.00 0.29 0.00450

15 1.68 267.61 0.00 0.16 0.00 0.24 28.25 0.15 0.04608

16 0.00 162.50 − 1.68 0.06 0.00 0.24 42.50 0.12 0.00687

17 0.00 162.50 1.68 0.26 0.00 0.24 44.50 0.54 0.02879

18 0.00 162.50 0.00 0.16 − 1.68 0.09 54.50 0.15 0.00703

19 0.00 162.50 0.00 0.16 1.68 0.39 51.50 0.15 0.02822

Table 17 Estimated regression coefficients for tool life (T)

Term Coef SE Coef T value p value VIF

Constant 46.590 1.650 28.28 0.000

Vc − 12.846 0.998 − 12.87 0.000 1.00

F − 1.877 0.998 − 1.88 0.093 1.00

D − 0.955 0.998 − 0.96 0.364 1.00

Vc*Vc − 0.301 0.998 − 0.30 0.770 1.04

f*f − 1.053 0.998 − 1.05 0.319 1.04

d*d 2.306 0.998 2.31 0.046 1.04

Vc*f 2.630 1.300 2.01 0.075 1.00

Vc*d 0.250 1.300 0.19 0.852 1.00

f*d 0.250 1.300 0.19 0.852 1.00

R2 95.20%

R2adj 92.79%

Table 18 Estimated regression coefficients for surface roughness (Ra)

Term Coef SE Coef T value p value VIF

Constant 0.1546 0.0181 8.55 0.000

Vc − 0.0429 0.0110 − 3.91 0.004 1.00

F 0.1418 0.0110 12.94 0.000 1.00

D 0.0139 0.0110 1.27 0.236 1.00

Vc*Vc 0.0302 0.0110 2.76 0.022 1.04

f*f 0.0691 0.0110 6.31 0.000 1.04

d*d 0.0055 0.0110 0.50 0.628 1.04

Vc*f − 0.0288 0.0143 − 2.01 0.076 1.00

Vc*d 0.0313 0.0143 2.18 0.057 1.00

f*d 0.0137 0.0143 0.96 0.362 1.00

R2 96.35%

R2adj 92.71%
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the numerous cases found by the survey of Section 4.2.4.
Moreover, since it is required the maximization of tool life
and productivity and the minimization of surface roughness,
one can conclude that all optimization directions are incom-
patible with the convexities of the functions, as can be seen in
Table 20.

By performing the Pearson correlation analysis, moderate
correlations were observed between T and Ra and between T
andMRR/Fc (ρT, Ra = 0.644; ρT, MRR/Fc = 0.582). As described
in Section 2.5, this result demonstrates that conventional op-
timization of a unique global function is not appropriate, since
the objective functions have linear dependence.

Step 9: formulate and solve the optimization problem

By considering the models estimated in Step 8, the
multiobjective problem can be expressed as follows:

Maximize Y1 xð Þ ¼ T Vc; f ; dð Þ
Minimize Y2 xð Þ ¼ Ra Vc; f ; dð Þ
Maximize Y3 xð Þ ¼ d Vc; f ; dð Þ

Subject to : xTx≤ρ2
ð79Þ

Figure 31 illustrates the feasible region considering the
three responses of interest.

Given the existence of correlations between some of the
models, the multivariate techniques appear as convenient

alternatives for the solution of the problem expressed by Eq.
76, as discussed in Section 2.5. For the study of this section,
principal component analysis (PCA) was performed accord-
ing to the proposed steps of Costa et al. [102]

Then, three principal components (PCs) were evaluated
according to the eigenanalysis of the correlation matrix shown
in Table 21. Since both the eigenvalues of PC1 and PC2 are
greater than 1.000 and the cumulative proportion of the vari-
ance of PC2 exceeds 0.800, only PC1 and PC2 were used to
describe the original variables.

Because the eigenvectors provide the relationships be-
tween the PCs and the original variables, PC1 was chosen to
represent the variables T and MRR/Fc (eigenvectors of −
0.674 and 0.713, respectively), and PC2 to represent the var-
iable Ra (eigenvector of 0.945).

By applying OLS, for each of the obtained components,
models were estimated, resulting in the coefficients presented
in Tables 22 and 23. Despite non-significant coefficients (p-
values < 0.05), full models were adopted since they have the
largest R2adj values.

Table 24 provides the eigenvalues, convexities, and
optimization directions of PC1 and PC2. As one can
see, whereas for PC1, the convexity and the optimization
direction are incompatible, for PC2 they are compatible.
Figure 32 illustrates the response surfaces and the contour
plots for PC1 and PC2.

By applying the steps and formulations of Costa et al.
[102], this section employs an optimization method known
as normal boundary intersection (NBI) to conclude RSM anal-
ysis. The generalized reduced gradient (GRG) algorithm is
used as a subroutine of the NBI to obtain different optimal
combinations for PC1 and PC2, prioritizing the minimization
of PC1 (and therefore T and MRR/Fc) with smaller weights
and prioritizing the minimization of PC2 (and therefore of Ra)
with larger weights. The Pareto frontier for intervals of
0.05 units is provided in Fig. 33, where one of the optimal
points is indicated with T = 23.575 min, Ra = 0.134 μm, and
MRR/Fc = 0.042 cm3/N min. Figure 34 shows the Pareto
frontier inside the feasible region.

By applying Eq. 42 (Section 2.4), a confidence interval for
the selected point in Fig. 33 is obtained as shown in Table 25.
Then, to prove the effectiveness of the RSM study, confirma-
tory experiments must find a point inside the confidence in-
tervals for each of the response variables.

Table 19 Estimated regression coefficients for productivity (MRR/Fc)

Term Coef SE Coef T value p value VIF

Constant 0.018700 0.001170 15.93 0.000

Vc 0.012939 0.000711 18.20 0.000 1.00

F 0.007567 0.000711 10.64 0.000 1.00

D 0.007268 0.000711 10.22 0.000 1.00

Vc*Vc 0.002727 0.000711 3.83 0.004 1.04

f*f 0.000090 0.000711 0.13 0.903 1.04

d*d 0.000017 0.000711 0.02 0.981 1.04

Vc*f 0.005223 0.000929 5.62 0.000 1.00

Vc*d 0.005060 0.000929 5.45 0.000 1.00

f*d 0.003212 0.000929 3.46 0.007 1.00

R2 98.61%

R2adj 97.21%

Table 20 Convexity analysis and
optimization direction Response variable Eigenvalues Convexity Optimization direction

T [2.3249, − 2.0424, 0.6694] Saddle Maximization

Ra [0.0739, 0.0352, − 0.0042] Saddle Minimization

MRR/Fc [0.0058, − 0.0016, − 0.0015] Saddle Maximization
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Fig. 30 Response surfaces and contour plots for: a) tool life (T), b) surface roughness (Ra), and c) productivity (MRR/Fc)
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5.1 References on confirmatory experimental results

There are several ways of performing confirmatory experi-
ments (also known as confirmation runs [14]). An appropriate
method consists of first defining the sample size by using a
statistical procedure, such as 1-sample t test. For this, the
experimenter must define the power of the test, which is often
greater than 0.80, the differences required to be detected, such
as 0.5 (in standardized units), and the significance level (usu-
ally 0.05). After carrying the runs, a proper strategy consists of
comparing the sample average with the confidence interval. If
the average value lies within the confidence interval, then the
RSM result is confirmed.

We can mention some IJAMT papers which employed
similar strategies. Pereira et al. [26], for instance, used a t test
considering a sample power greater than 0.90, a difference of
0.8297 (with a standard deviation of 0.51), and a 0.05 signif-
icance level. The authors found a sample of 8 runs and used
the average values to demonstrate the effectiveness of the
optimization via RSM of the surface roughness in the end
milling of AISI 1045 steel since the average values lied within
the confidence intervals.

Rodrigues et al. [29] employed the ANOVA one-way and
the test to equal variance with a sample power of 0.998, a
difference greater than 1.40, a standard deviation of 0.51,
and a 0.05 significance level. Then, the researchers calculated
the simple averages and the variances of 12 runs for the re-
sponses circularity and radial force measured in the helical
milling of Al 7075 alloy. Regarding the confidence intervals,
the authors concluded that themethod based onRSMwas able
to find realistic solutions.

Pereira et al. [142] applied a statistical procedure with a
sample power greater than 0.95, a difference of 5, standard
deviations close to 1.00, and a 0.05 significance level for the
machining forces measured in the helical milling of Al 7075
alloy. The authors showed that the method based on robust
parameter design and RSM was able to find robust realistic
solutions for the axial force because its average value lied
within the confidence interval for all the noise conditions.

Fig. 31 Overlaid contour plot for tool life (T), surface roughness (Ra),
productivity (MRR/Fc), and the experimental region constraint (XTX)

Table 22 Estimated regression coefficients for PC1

Term Coef SE Coef T p

Constant − 0.15107 0.14069 − 1.074 0.311

A 1.25168 0.08523 14.687 0.000

B 0.63093 0.08523 7.403 0.000

C 0.40062 0.08523 4.701 0.001

A*A 0.17941 0.08525 2.105 0.065

B*B 0.15236 0.08525 1.787 0.108

C*C − 0.12159 0.08525 − 1.426 0.188

A*B 0.05197 0.11135 0.467 0.652

A*C 0.25537 0.11135 2.293 0.048

B*C 0.14915 0.11135 1.339 0.213

R2 97.18%

R2adj 94.36%

Table 23 Estimated regression coefficients for PC2

Term Coef SE Coef T p

Constant − 0.49996 0.11323 − 4.415 0.002

A − 0.57548 0.06860 − 8.389 0.000

B 0.86688 0.06860 12.638 0.000

C 0.08437 0.06860 1.230 0.250

A*A 0.19099 0.06861 2.784 0.021

B*B 0.40797 0.06861 5.946 0.000

C*C 0.09661 0.06861 1.408 0.193

A*B − 0.09482 0.08962 − 1.058 0.318

A*C 0.21928 0.08962 2.447 0.037

B*C 0.10326 0.08962 1.152 0.279

R2 96.88%

R2
adj 93.75%

Table 21 Eigenanalysis of the correlation matrix

PC1 PC2 PC3

Eigenvalue 1.760 1.029 0.211

Proportion 0.587 0.342 0.070

Cumulative 0.587 0.930 1.000

Eigenvectors PC1 PC2 PC3

T − 0.674 0.322 − 0.665
Ra 0.193 0.945 0.262

MRR/Fc 0.713 0.048 − 0.700
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Other practical guides for performing confirmation runs
after RSM analyses can be found in Gaudêncio et al. [143]
who investigated the turning of AISI 12L14 steel; Naves et al.
[144], who studied the methyl orange treatment with ozone;
and Paiva et al. [145] who studied the hard turning of AISI
52100 with mixed ceramic tools.

6 Conclusions

RSM was introduced nearly 70 years ago by Box and Wilson
(1951) and still has been studied by several authors. The

development of a method capable of modeling and optimizing
processes based on a small number of control parameters pro-
vided new directions for research in the twentieth century. In
essence, RSM is the combination of design and analysis of
experiments, modeling techniques, and optimization methods
in a stronger approach that utilizes experimental data to obtain
process improvements.

In this context, this paper presented the core theoretical
principles and practical guidelines for carrying RSM analysis.
Then, to investigate current RSM applications in manufactur-
ing and raise some questions and research opportunities, this
paper performed a survey literature review of 49 RSM-CCD

Table 24 Convexity analysis and
optimization direction for
principal components

Response variable Eigenvalues Convexity Optimization direction

PC1 (0.2535, − 0.1799, 0.1366) Saddle Maximization

PC2 (0.4208, 0.2624, 0.0123) Convex Minimization

Fig. 32 Response surfaces and contour plots for: a) PC1 and b) PC2
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papers published in the International Journal of Advanced
Manufacturing Technology from 2014 and 2017.

For this, eight critical aspects and 13 research questions and
related hypotheses were raised; to test these hypotheses, 123
response surfaces were investigated. The discussions were
built based on several perspectives of RSM for advanced
manufacturing technology optimization, such as the typical
numbers of control parameters and response variables, the

usage of CCD points, the regions where the models are fitted,
the compatibility between convexity and optimization direc-
tion, the correlations between models, and the usage of exper-
imental region constraint.

Then, considering the core theoretical principles and prac-
tical guidelines for RSM as well as the results obtained from
the survey literature review, a typical case of advanced
manufacturing technology optimization was revisited. One

Fig. 33 Pareto frontier obtained from PCA-NBI method

Fig. 34 Pareto frontier inside the
feasible region
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of the main contributions of this paper is to provide theoretical
discussions and empirical evidence to strength manufacturing
optimization by using RSM.

Briefly, the main results of this work are as follows:

& The probability of an advanced manufacturing process
being controlled by more than five parameters is almost
null and, in general, these processes are controlled by three
or four parameters;

& There is a consensus concerning the usage of the number
of factorial and axial points prescribed in the literature, but
not the number of center points. That is, it is as likely to
find papers that use the number of center points prescribed
in the literature as those that do not use it.

& Studies that measure multiple response variables occur
with probability greater than 50%. In this investigation,
they accounted for 63.27% of the sample.

& The probability of two models estimated for the same
process be correlated is at least 60%. In the sample of
the present study, 71.88% of the pairs of models presented
a significant correlation.

& The probability of a quadratic model being estimated in
the region of curvature is at least 57%. In this study, the
proportion was 69.16% of the total of models.

& There is a significant association between curvature and
convexity and the probability that an estimated quadratic
model in the non-curvature region is a saddle function is
greater than 83%. In the sample, the proportion of models
in this condition was 96.86% of the total.

& The probability of a response surface model being saddle-
shaped is at least 68%. In this study, these models repre-
sented 78.69% of the estimated total models.

& Changing the rotatability of the designs does not affect the
convexity of the estimated models.

& Concave models are more likely to occur when using all
model terms. In the sample, this happened with a frequen-
cy of 77.78%.

& There is no dominance of one of the optimization direction
(maximization or minimization). Both occur equally.

& The probability of convexity and optimization direction
being not compatible is at least 78%. In the investigated
sample, this represented 87.61% of the cases.

& Only one of the investigated papers made clear the
performing of curvature test and the usage of experimental
region constraint for process optimization.

Future works will address the following issues:

& How have papers on manufacturing process optimization
performed confirmatory experiments? How the sample
size of confirmatory experiments should be determined?

& What are the typical approaches for calculating confidence
intervals for the optimal points?

& What are the typical optimization methods employed in
studies of advanced manufacturing technology optimiza-
tion? What are the advantages and disadvantages of each
of them?
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