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Abstract The discovery of association rules is a data mining task that has been 
studied since the early 1990s. A major application of these rules is the Market 
Basket Analysis  (MBA).  In this type of problem the goal is to search for patterns 
in consumer behavior, acquiring knowledge of what products are usually brought 
together in a single purchase. The knowledge can be used to support decision 
making on operational and strategic levels.  The growing interest of researchers in 
this area is due to both practical use and the difficulties and limitations present in 
this type of analysis. Yet real applications are still few. The objective of this paper 
is to conduct a market basket analysis through association rules mining on transac-
tional data from a typical supermarket and hold a discussion on the applicability of 
the technique. The technique used in this study proved capable of generating large 
amount of useful knowledge for decision making.  The definition of a specific fo-
cus proved to be crucial to the success of the analysis. 
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1 Introduction 

During years, predominantly manual methods had been used to transform data into 
knowledge. With large datasets, these methods were dispendious, both in financial 
terms and time consumption. The analysis was subjective and in most of the time 
impracticable (Fayyad et al., 1996). The search for efficient and faster methods for 
acquiring knowledge from the dataset stimulated the research in the area, that is 
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now know in the literature as Knowledge Discovery in Database (KDD) and Data 
Mining. 

The discovery of association rules is a technique of data mining that is being 
studied since the beginning of the decade of 1990. The association task look to 
characterize how much the presence of a set of items in the registers of a database 
implies in the presence of some another distinct set of items in the same register 
(Agrawal and Srikant, 1994). According to Piatetsky-Shapiro (2007), great suc-
cess was achieved in the performance improvement of the association fetching al-
gorithms rules and many of them had been widely accepted, but applications in re-
al problems are still few. 

One of the main applications of the association rules is in the Market Basket 
Analysis (MBA). In this kind of problem the goal is to search behavior patterns of 
the consumers, acquiring knowledge, for example, of which products they choose 
to be led together in the same purchase (Silverstein et al., 1998). The knowledge 
acquired through an analysis of the consumer basket purchase can be used to sup-
port decisions in operation and strategical levels. According to Chen et al. (2005), 
the MBA can help the organization managers in the layout project, e-commerce, 
mix of products and other marketing strategies. 

Analytical tools for decision aid are helping retail to conquer new customers 
and to keep loyalty those that already they possess. According to Grewal and Levy 
(2007), the utilization of data analysis techniques for the retail decision aid related 
to the CRM (Customer Relationship Management) in general and for rewards pro-
grams in particular represent new and promising areas for academic research. 

The objective of this article is to carry through an analysis of purchase basket 
through association rules mining on transactional data from a typical Brazillian 
supermarket and to carry through a quarrel on the applicability of this type of task 
of data mining. In Section 2 will be explained the involved concepts in the process 
of data mining and the concept related to the association rules. In Section 3 will be 
displayed the process on how the data from the market basket was obtained and 
processed to acquire the results. The applicability of the technique is also argued. 
Finally, in the Section 4, the final conclusions and considerations are described. 

2 Theoretical Foundation 

2.1 Association Rules Mining and MBA 

Through the last 10 years the data mining evolved, having been influenced for ex-
ternal forces, such as the growth of the electronic commerce and great progress in 
molecular biology. New research are appeared, such web mining, and open source 
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software were developed, as the WEKA, what led to spread of data mining ap-
plicability (Piatetsky-Shapiro, 2007). 

2.2 Knowledge Discovery in Database (KDD) 

Fayyad et al. (1996) defines the process of knowledge discovery based on data be-
ing the identification process of valid patterns, new, and potentially useful and un-
derstandable. The KDD Stages can be summarized, according to the authors: 

• Selection: database attainment - or variables subgroup and samples on 
which the discovery process will be applied. 

• Preprocessing: accomplishment of basic operations, as noise removal and 
definition of strategies to deal with missing, incomplete or inconsistent 
data. 

• Transformation: possibly necessary operations: summary, generalization, 
normalization and attribute creation. The dimension reduction can be ap-
plied or another method to reduce the number of variables. 

• Data Mining: data mining algorithm application on the dataset. 
• Interpretation/Evaluation: evaluation of the results by a specialist in the 

area, or by knowledge measures already in the literature. 

2.3 Association Rules 

The discovery of association rules is a data mining technique that has received 
great attention from researchers. According to Hipp et al. (2002), the association 
has become a very popular mining technique due to its applicability to business 
problems with its inherent understandability, because even not experts in data 
mining can understand them. 

An association rule is represented as an implication in the form of LHS → 
RHS, so that LHS and RHS are respectively the previous (Left Hand Side) and the 
resulting (Right Hand Side) rule. Association rules were defined by Agrawal and 
Srikant (1994) as: 

“D is a database consisting of a set of items A = {a1, ..., an} ordered lexico-
graphically, and a set of transactions T = {t1, ..., tn }, where each transaction ti ∈ T 
is composed of a set of items (called itemsets) such that ti ⊆ A. The transaction ti 
supports the itemset X if X ⊆ ti. The support P(X) of an itemset X represents the 
probability of occurrence of event X. 

The association rule is an implication in the form LHS → RHS, in which LHS ⊂ 
A, RHS ⊂ A e LHS ∩ RHS = Ø. The rule LHS → RHS occurs in the set of transac-
tions T with confidence conf and support sup, where P(LHS, RHS) represents the 
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support rule (the likelihood of the transaction LHS ∪ RHS) and P(RHS | LHS) the 
confidence of the rule (the conditional probability RHS given LHS)”. 

2.4 Market Basket Analysis 

A major application of association rules is in the market basket analysis (MBA). 
Marketing research has been directed to the analysis of the co-incidence of multi-
ple categories of products in different shopping, in order to plan marketing activi-
ties so that maximum profit is achieved. Retailers typically have to make decisions 
about which products put on sale, how and when. 

According to Solnet et al. (2016) the basic idea underlying Market Basket 
Analysis is that consumers rarely make purchase decisions that are isolated. For 
example, when shopping in a supermarket, customers rarely buy one product; they 
are far more likely to purchase an entire basket of products, typically from differ-
ent product categories. Using information about peoples market baskets allows da-
ta analysts to not only extract which products and product categories tend to be 
purchased together, but also to determine which of the products or product catego-
ries are drivers for purchasing certain products. This knowledge enables managers 
to develop interventions aimed at influencing purchasing behavior, including 
stimulating demand overall, promoting specific product categories, or offering 
promotions for driver products which are likely to increase overall spending per 
purchase. 

According to Chen et al. (2005) the market basket analysis is a useful method 
of discovering customer-purchasing patterns by extracting associations or co-
occurrences from stores transactional databases. Because the information obtained 
from the analysis can be used in forming marketing, sales, service, and operation 
strategies, it has drawn increased research interest. The research and discovery, for 
example, that supermarket customers are likely to purchase milk, bread, and 
cheese together, can help managers in designing store layout, web sites, product 
mix and bundling, and other marketing strategies. 

According to Groth (2000), the MBA can be applied to: cross-selling analysis; 
layout definition; product catalogs design; leadership loss analysis; definition of 
price and product promotions; among others. These applications are based on the 
belief that sales of different product categories are correlated. For example, a pro-
motion of beers could increase the sale of peanuts. 

3 Data Modeling 

Following the model proposed by Fayyad et al. (1996), a supermarket was select-
ed and all its transactions were stored in a relational database where, through SQL 
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(Structured Query Language) was possible to perform advanced queries and then 
obtain the necessary information needed, for example: year, month, day of month, 
day of the week and the time the purchase was made and what products were ob-
tained, what was the quantity purchased, the payment method, etc. A four months 
data window was selected (January, February, March and April). Table 1 shows 
the extracted information of each purchase made in this period. 

Table 1 Extracted Information from Supermarket database 

Information (Y) Description (X) 

Month January, February, March or April 

Month day 1, 2, ..., 31 

Weekday Sunday, Monday, Thursday, ..., Saturday 

Day period Morning, Afternoon, Evening 

Day type Normal, Holiday Eve, Holiday or Post-holiday 

Value of Purchase Total purchase price in Reais (BRL) 

Shopping Basket Items Example: apple, carrot, ... 

Categories Example: Fruit, Chocolates, ... 

 
After the construction of the data file, a manipulation of the data was done in 

order to extract some basic information characterizing the purchases that are made 
at the supermarket and also to verify the quality of the data that have been selected 
and extracted. A table was created from the data file, where each line represents a 
purchase and each column the variables of this purchase (month, day, value, prod-
ucts, categories, etc.). 

The first information retrieved from database was the volume of purchases 
made during supermarket first quarter. It was also noted that the purchasing vol-
ume changed according to the day time: morning, afternoon and evening. It has 
been found that there is an increased purchases in the morning, then afternoon and 
finally the period of night with a smaller volume. 

By observing the total value of considered purchases made in these four 
months, it was revealed that approximately 96% of these purchases (245.042) are 
less than or equal to R$200.00 and are responsible for approximately 62% of total 
sales in the period. It is a supermarket characterized by small purchases. Approx-
imately 90% of purchases are less or equal to R$100.00 and are responsible for 
approximately 43% of the total revenue. 
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Table 2 Example of table created from the data file 

 
 

In the analyzed period, a total of 2,398,050 products was purchased with 
13,114 different products in 184 different categories. 

The Apriori algorithm was used to generate the association rules and find all 
frequent k-itemsets contained in a database. This algorithm generates a set of can-
didate k itemsets and then seek the database to determine if they are frequent, 
thereby identifying all frequent k-itemsets. The main feature of this algorithm is 
its downward closure. Through the apriori-gen function, the algorithm seek the da-
tabase looking for the of frequent 1-itemsets, that is, those itemsets with only one 
item, and that satisfy the minimum support.  

The next step is the discovery of 2-itemsets that satisfy the minimum support. 
Now, instead of the algorithm go through the entire database, it covers only the 
frequent 1-itemsets discovered in the previous step, as the support is always the 
same and then the 2-itemsets can only come from above. This procedure is based 
on the fact that an x-itemset has minimal support, then all subsets also have to. 
Likewise are generated 3-itemsets and so on. This property makes that is not nec-
essary to go through the entire data set thus optimizing the generation task of fre-
quent itemsets. 

The association rule mining algorithms generates as a result rules like: 
<beer → peanut; sup=20%; conf=40%> 

This means that in 20% of all purchases made, beer and peanuts were pur-
chased together. Considering now only purchases in which there was beer, in 40% 
of these also occurred peanuts. 

The number of rules generated depends on the amount of purchase, quantity 
and attributes considered, specified as support and minimum confidence. In most 
cases this number becomes impracticable to observe all the generated rules. 
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For post-processing in order to transform the information into knowledge, the 
lift was used as evaluation measure. This measure also known as interest, is one of 
the most used to evaluate dependencies between itemsets (Silverstein et al., 1998). 
Given an association rule A → B, this measure indicates the more frequent be-
comes B when A occurs. The lift valor is calculated by equation 1: 

lift(A⇒ B) = conf (A⇒ B)
sup(B)

                                              (1) 

If lift(A → B) = 1, then A and B are independent. If lift(A → B > 1), then A and 
B are positively dependent. If lift(A → B) < 1, A and B are negatively dependent. 
This measure varies between 0 to infinite, and has quite simple interpretation: the 
higher the lift, the more interesting the rule is, because A lifted B at a higher rate. 
For example, it means that B has 5 times more likely to occur when A occurs. 

The lift ≥ 2 parameter was set to include only the interesting rules, i.e. rules 
were only considered in which B had at least twice more chance to happen when 
A occurs. This has reduced the number of interesting rules but it was necessary to 
also observe the support and confidence of the rule to choose an interesting set of 
rules. 

The final rule set was obtained through trimming, specifying a minimum lift 
equal to 2 and also by observation of support and confidence values of the rules. 
Knowledge was generated from rules showing some behavior unknown by experts 
and other with obvious behavior or already known, but still rather interesting to 
measure. 

4 Results and Discussion 

The aim of this study was the market basket analysis of purchases by mining asso-
ciation rules on transactional data from a supermarket in order to provide greater 
insight into the buying behavior of their customers and discuss the applicability of 
the technique. The existence of a structured database, noise free and organized 
proved crucial to the analysis. A database with these characteristics facilitates the 
pre-processing of the information and makes it possible to generate quality results 
that accurately represent customer behavior. 

This research applied the association rule mining technique in modeling of data 
from a typical supermarket in order to generate knowledge. A large number of pat-
terns that could be used to decision aid have been found. The association mining 
rules was most helpful when a specific problem was proposed reducing the num-
ber of rules. This provided a focus to the analysis, reducing the search field of in-
formation and reducing the number of generated patterns. 

A problem encountered in this type of study is that the reporting (and the exe-
cution method) and the decision-making are usually not made by the same person. 
Usually, the responsible for generating the report does not know what information 
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is crucial to the decision maker and does not know how to extract really useful in-
formation to the decision-making process; spending time and money to generate 
some useless reports. The association rules technique also has the advantage of be-
ing easy to interpret. It only takes a few basic statistical fundamentals to under-
stand what can be extracted as a result of an application. The most difficult is to 
know what information is interesting for making a decision. 

In short, the association rule mining technique provides an accurate summary 
of how the items are related. For future work a great inclusion to be explored is 
the use of loyalty cards where the customer can be identified in terms of age, sex, 
marital status, income, address, among others characteristics; a multivariate 
Bayesian forecast could also provide interesting insights about the stock and sales. 
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